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Abstract

Let X be a continuous-time strongly mixing or weakly dependent process and
T a renewal process independent of X with inter-arrival times τ . We show general
conditions under which the sampled process (XTi , Ti − Ti−1)> is strongly mixing
or weakly dependent. Moreover, we explicitly compute the strong mixing or weak
dependence coefficients of the renewal sampled process and show that exponential
or power decay of the coefficients of X is preserved (at least asymptotically). Our
results imply that essentially all central limit theorems available in the literature
for strongly mixing or weakly dependent processes can be applied when renewal
sampled observations of the process X are at disposal.
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Introduction

Time series are ubiquitous in many applications, and it is often the case that the time
interval separating two successive observations of the latter is itself random. We approach
the study of such time series by using a continuous-time stationary process X = (Xt)t∈R
and a renewal process T = (Ti)i∈Z which models the sampling scheme applied to X. We as-
sume that X is strongly mixing or weakly dependent as defined, respectively, in Rosenblatt
(1956) and Dedecker et al. (2008) and that T is a process independent of X with inter-
arrival time sequence τ = (τi)i∈Z\{0}. In this general model set-up, we show under which
assumptions the renewal sampled process Y = (Yi)i∈Z defined as Yi = (XTi , Ti − Ti−1)>

inherits strong mixing and weak dependence.
In the literature, the statistical inference methodologies based on renewal sampled

data seldom employ a strongly mixing or weakly dependent process Y . To the best of our
knowledge, the only existing example of this approach can be found in Aı̈t-Sahalia and
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Mykland (2004) where it is shown that Y is ρ-strongly mixing, and this property is used
to study the consistency of maximum likelihood estimators for continuous-time diffusion
processes. On the contrary, there exist several statistical estimators whose asymptotic
properties heavily rely on ad hoc tailor-made arguments for specific models X. Examples
of the kind appears in spectral density estimation theory. Lii and Masry (1992), Masry
(1978a), Masry (1978b), and Masry (1983) study non-parametric and parametric esti-
mators of the spectral density of X employing an aliasing-free sampling scheme defined
through a renewal process, see Lii and Masry (1992) for a general definition of this set-
up. Such schemes like the Poisson one allow overcoming the aliasing problem, typically
observed when working with a not band limited process. Moreover, the spectral density
estimators determined using renewal sampled data are consistent and asymptotically nor-
mally distributed once assumed that X has finite moments of all orders. Renewal sampled
data are also used to define a spectral density estimator for Gaussian processes in Bardet
and Bertrand (2010), kernel density estimators for strongly mixing processes in Masry
(1988), non-parametric estimators of volatility and drift for scalar diffusion in Chorowski
and Trabs (2016), and parametric estimators of the covariance function of X as in Mc-
Dunnough and Wolfson (1979) and Brandes and Curato (2019). In the latter, an estimator
of the covariance function of a Gauss-Markov process and a continuous-time Lévy driven
moving average are respectively analyzed. In Brandes and Curato (2019), in particular,
the asymptotic properties of the estimator are obtained by an opportune truncation of a
Lévy driven moving average process X that is proven to be strongly mixing.

Determining conditions under which the process Y inherits the asymptotic depen-
dence of X significantly widens the applicability of renewal sampled data. Just as in-
dicative examples, our analysis should enable the use of renewal sampled data to study
spectral density estimators as in Rosenblatt (1984), Whittle estimators as in Bardet et al.
(2008), and generalized method of moments estimators as in Curato and Stelzer (2019) and
do Rego Sousa and Stelzer (2019). Moreover, the knowledge of the asymptotic dependence
of Y allows to apply well-established asymptotic results for α-mixing processes like the
ones in Chapter 10 of Bradley (2007), Dedecker and Rio (2000), and Kanaya (2017). The
latter are, respectively, functional and triangular array central limit theorems. The same
argument applies to central limit theorems for weakly dependent processes like the ones
presented in Bulinski and Shashkin (2005), Dedecker and Doukhan (2003), and Doukhan
and Wintenberger (2007). In brief, understanding the dependence structure of the process
Y allows to obtain joint asymptotic results for (XTi , Ti − Ti−1)i∈Z which enable inference
on the process X also when the distribution of the sequence τ is not known, i.e., when the
sampling scheme is not designed by an experimenter but just observed from the data. An
example of the latter application appears in Theorem 5.2 of Brandes and Curato (2019).

We study in this paper the inheritance of η, λ, κ, ζ, θ-weak dependence and α-mixing
which are extensively analyzed in the monographs of Dedecker et al. (2008), Bradley (2007)
and Doukhan (1994), respectively. For any positive integer u, v, indexes i1 ≤ . . . ≤ iu <
iu + r ≤ j1 . . . ≤ jv with r > 0, and functions F and G belonging to specific functional
spaces– i.e., F and G are bounded Lipschitz or bounded measurable functions – weakly
dependent and α-mixing processes both satisfy covariance inequalities of the following
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type,

|Cov(F (Xi1 , . . . , Xiu), G(Xj1 , . . . , Xjv))| ≤ cΨ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) ε(r),

where the sequence of coefficients ε = (ε(r))r∈R+ converges to zero at infinity, c is a
constant independent of r, and the function Ψ(·) has different shapes depending on the
functional spaces where F and G are defined. Hence, throughout, we use a unified for-
mulation of weak dependence and α–mixing. We call a process Ψ-weakly dependent if
it satisfies such a covariance inequality, and we call ε the sequence of the Ψ-coefficients.
Note that such a sequence of coefficients corresponds to weak dependence or α-mixing
coefficients – as defined in Section 2.2 of Dedecker et al. (2008) and Definition 3.5 of
Bradley (2007) – depending on the function Ψ(·).

Some formulae for α, β, φ and ρ-mixing coefficients for the process (XTi)i∈Z have
been previously obtained by Charlot and Rachdi (2008), but their line of proof does not
automatically extend to weak dependence, see Remark 2.6 for more details. Moreover,
the authors do not show when the convergence to zero of the coefficients is attained and
that (XTi)i∈Z actually inherits strong mixing of X. In Theorem 2.4, we give a general
proof for the computation of the Ψ-coefficients related to the renewal process Y , which
applies to weakly dependent and α-mixing processes alike. Moreover, we present several
sampling schemes for which the convergence to zero of the Ψ-coefficients is realized, and
then the renewal process Y inherits the dependence structure of X. In particular, under
the additional condition that X admits exponential or power decaying coefficients, we
show that the Ψ-coefficients related to Y preserve the exponential or power decay (at
least asymptotically).

The paper is organized as follows. We present in Section 1 the definition of Ψ-weakly
dependent processes, which encompasses weakly dependent and α-mixing processes. In
Section 2, we explicitly compute the Ψ-coefficients of the process Y . Moreover, we present
data sets for which the independence between a process T , modeling the random sampling
scheme, and X is realistic. Finally, in Section 3, we show that if the underlying process
X admits exponential or power decaying Ψ-coefficients, then the process Y is Ψ-weakly
dependent and has coefficients with (at least asymptotically) the same decay. This section
includes several examples of renewal sampling. In particular, Poisson sampling times are
discussed. Section 4 concludes.

1 Weak dependence and strong mixing conditions

We assume that all random variables and processes are defined on a given probability
space (Ω,A,P).

We refer by N
∗ to the set of positive integers, by N to the set of the non-negative

integers, by Z to the set of all integers, and by R+ to the set of the non-negative real
numbers. We denote the Euclidean norm by ‖ · ‖. However, due to the equivalence of all
norms, none of our results depends on the chosen norm.

Although the theory developed below is most relevant for sampling processes defined
in continuous time, we work with a general index set I as this makes no difference and
also covers other cases, like a sampling of discrete-time processes or random fields.
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Definition 1.1. The index set I is denoting either Z, R, Zm or Rm. Given H and J ⊆ I,
we define d(H, J) = min{‖i− j‖, i ∈ H, j ∈ J}.

Even if our theory extends to random fields, we always refer to X as a process to
lighten the reading.

Moreover, we consider

F =
⋃
u∈N

Fu and G =
⋃
v∈N

Gv (1)

where Fu and Gv are respectively two classes of measurable functions from (Rd)u to R and
(Rd)v to R that we specify individually later on. Finally, for a function that is unbounded
or not Lipschitz, we set its ‖ · ‖∞ norm or Lipschitz constant equal to infinity.

Definition 1.2. Let I be an index set as in Definition 1.1, X = (Xt)t∈I be a process with

values in Rd and Ψ a function from R
6
+ to R+ non-decreasing in all arguments. The process

X is called Ψ-weakly dependent if there exists a sequence of coefficients ε = (ε(r))r∈R+

converging to 0 and satisfying the following inequality

|Cov(F (Xi1 , . . . , Xiu), G(Xj1 , . . . , Xjv))| ≤ cΨ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) ε(r)
(2)

for all
(u, v) ∈ N∗ × N∗;
r ∈ R+;
Iu = {i1, . . . , iu} ⊆ I and Jv = {j1, . . . , jv} ⊆ I, such that d(Iu, Jv) ≥ r;
functions F : (Rd)u → R and G : (Rd)v → R belonging respectively to F and G,

where c is a constant independent of r.

W.l.o.g. we always consider ε as non-increasing sequence of coefficients.

In Bulinski and Shabanovich (1998), the first covariance inequality for Lipschitz func-
tions of positively or negatively associated random fields appears in the literature. Since
this result, other covariance inequalities have been determined for functions F and G
being either bounded Lipschitz or bounded measurable functions of processes and ran-
dom fields. In the latter set-up, Definition 1.2 encompasses the so-called weak dependence
conditions as described in Definition 5.12 of Bulinski and Shashkin (2007) and Definition
2.2 of Dedecker et al. (2008) for I = Z,Zm. Therefore, several sequences of coefficients ε
satisfying Definition 1.2 are already well-known.

• Let F = G and Fu be the class of bounded Lipschitz functions from (Rd)u to R with
respect to the distance δ on (Rd)u defined by

δ(x∗, y∗) =
u∑
i=1

‖xi − yi‖, (3)
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where x∗ = (x1, . . . , xu) and y∗ = (y1, . . . , yu) and xi, yi ∈ R
d for all i = 1, . . . , u.

Then, Lip(F ) = supx 6=y
|F (x)−F (y)|

‖x1−y1‖+‖x2−y2‖+...+‖xd−yd‖
. For

Ψ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) = uLip(F )‖G‖∞ + vLip(G)‖F‖∞,

ε corresponds to the η-coefficients as defined by Doukhan and Louhichi (1999).
An extension of this definition for I = Z

m is given by Doukhan and Lang (2002). If
instead,

Ψ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) =uLip(F )‖G‖∞ + vLip(G)‖F‖∞
+ uvLip(F )Lip(G),

then ε corresponds to the λ-coefficients as defined by Doukhan and Wintenberger
(2007) for I = Z and in Remark 2.1 of Dedecker et al. (2008) for I = Z

m . Moreover,
for

Ψ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) = uvLip(F )Lip(G),

ε corresponds to the κ-coefficients, and, for

Ψ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) = min(u, v)Lip(F )Lip(G),

ε corresponds to the ζ-coefficients as defined by Doukhan and Louhichi (1999).
The definition of ζ-weak dependence for I = Z

m can be found in Bulinski and
Suquet (2001).

• Let Fu be the class of bounded measurable functions from (Rd)u to R and Gv be the
class of bounded Lipschitz functions from (Rd)v to R with respect to the distance δ
defined in (3). Then, for

Ψ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) = v‖F‖∞Lip(G),

ε corresponds to the θ-coefficients as defined by Dedecker et al. (2008). An ex-
tension of this definition for I = Z

m appears in Remark 2.1 of Dedecker et al.
(2008). Moreover, an alternative definition for this notion of dependence is given by
Dedecker and Doukhan (2003) for Fu as above and G1 the class of Lipschitz function
from R

d to R, for I = Z.

The extension to index sets I = R,Rm of the weak dependence notions described
above is straightforward.

Remark 1.3. The weak dependence conditions can all be alternatively formulated by
further assuming that F ∈ F and G ∈ G are bounded by one. For more details on this
issue, see Doukhan and Louhichi (1999) and Dedecker and Doukhan (2003). Therefore, an
alternative definition of Ψ-weak dependence exists where the function Ψ in Definition (2)
does not depend on ‖F‖∞ and ‖G‖∞. In this case, ‖F‖∞ and ‖G‖∞ are always bounded
by one and therefore omitted in the notation.
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We now show that Definition 1.2 also encompasses strong mixing. We first define the
strong mixing coefficient of Rosenblatt (1956).

We suppose that A1 and A2 are sub-σ-fields of A and define

α(A1,A2) := sup
A ∈ A1

B ∈ A2

|P (A ∩B)− P (A)P (B)|.

Let I a set as in Definition 1.1, then a process X = (Xt)t∈I with values in R
d is said to

be αu,v-mixing for u, v ∈ N ∪ {∞} if

αu,v(r) := sup{α(AΓ1 ,BΓ2) : Γ1,Γ2 ⊆ I, |Γ1| ≤ u, |Γ2| ≤ v, d(Γ1,Γ2) ≥ r}, (4)

converges to zero as r →∞, where AΓ1 = σ(Xi : i ∈ Γ1) and BΓ2 = σ(Xj : j ∈ Γ2). If we
let α(r) = α∞,∞(r), it is apparent that αu,v(r) ≤ α(r). If α(r)→ 0 as r →∞, then X is
simply said to be α-mixing. For a comprehensive discussion on the coefficients αu,v(r),
α(r) and their relation to other strong mixing coefficients we refer to Bradley (2007),
Bulinski (1988), and Dedecker (1998).

Proposition 1.4. Let I be a set as in Definition 1.1 and X = (Xt)t∈I be a process with
values in Rd and F = G where Fu is the class of bounded measurable functions from (Rd)u

to R. X is α-mixing if and only if there exists a sequence (ε(r))r∈R+ converging to 0 such
that

|Cov(F (Xi1 , . . . , Xiu), G(Xj1 , . . . , Xjv))| ≤ cΨ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) ε(r),
(5)

where
Ψ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, v) = ‖F‖∞‖G‖∞, (6)

for all
(u, v) ∈ N∗ × N∗;
r ∈ R+;
Iu = {i1, . . . , iu} ⊆ I and Jv = {j1, . . . , jv} ⊆ I, such that d(Iu, Jv) ≥ r
functions F : (Rd)u → R and G : (Rd)v → R belonging respectively to F and G

and where c is a constant independent of r.

Proof. Set AIu = σ(Xi : i ∈ Iu) and BJv = σ(Xj : j ∈ Iv). For arbitrary (u, v) ∈ N∗ × N∗
and r ∈ R+, let Iu = {i1, . . . , iu} and Jv = {j1, . . . , jv} be arbitrary subsets of I such
that d(Iu, Jv) ≥ r. Moreover, choose arbitrary F ∈ Fu and G ∈ Gv, by Theorem 17.2.1 in
Ibragimov and Linnik (1971), it holds that

|Cov(F (Xi1 , . . . , Xiu), G(Xj1 , . . . , Xjv))| ≤ 4α(AIu ,BIv) ‖F‖∞‖G‖∞.

Definition (4) immediately implies that the right hand side of the inequality above is
smaller than or equal to 4α(r) ‖F‖∞ ‖G‖∞. Hence, if X is α-mixing then (5) holds with
ε(r) = α(r) and c = 4.
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We assume now that the sequence X is Ψ-weakly dependent with Ψ given by (6). By
Theorem 17.2.1 in Ibragimov and Linnik (1971) and Remark 3.17(ii) in Bradley (2007),
we can rewrite the definition of the α-coefficients as

α(r) = sup
Γ1,Γ2 ⊆ I
|Γ1| <∞, |Γ2| <∞
d(Γ1,Γ2) ≥ r

α(AΓ1 ,AΓ2)

= sup
(u,v)∈N×N

sup
Iu, Jv ⊆ I
d(Iu, Jv) ≥ r

sup
F ∈ Fu
G ∈ Gv

{ 1

4‖F‖∞‖G‖∞
|Cov(F (Xi1 , . . . , Xiu), G(Xj1 , . . . , Xjv))|

}
.

(7)
Hence,

α(r) ≤ c

4
ε(r).

If X is Ψ-weakly dependent, then X is α-mixing.

Remark 1.5 (θ-lex weak dependence). The novel definition of θ-lex weak dependence
on I = R

m appearing in Curato et al. (2021) can be obtained by a slight modification
of Definition 1.2. We use the notion of lexicographic order on R

m: for distinct elements
y = (y1, . . . , ym) ∈ Rm and z = (z1, . . . , zm) ∈ Rm we say y <lex z if and only if y1 < z1

or yp < zp for some p ∈ {2, . . . ,m} and yq = zq for q = 1, . . . , p− 1.

• Let Fu be the class of bounded measurable functions from (Rd)u to R and G1 be
the class of bounded Lipschitz functions from R

d to R with respect to the distance
δ defined in (3). Moreover, let Iu = {i1, . . . , iu} ⊂ R

m, and j ∈ R
m be such that

is <lex j for all s = 1, . . . , u, and dist(Iu, j) ≥ r. Then, inequality (2) holds for
Ψ(‖F‖∞, ‖G‖∞, Lip(F ), Lip(G), u, 1) = ‖F‖∞Lip(G), and ε corresponds to the θ-
lex-coefficients.

For I = Z
m, this notion of dependence is more general than α∞,1-mixing as defined in

(4), i.e., it applies to a broader class of models. Further, for I = Z, θ-lex weak dependence
is more general than the notion of α-mixing. We refer the reader to Section 2 of Curato
et al. (2021) for a complete introduction to θ-lex weak dependence and its properties.

Remark 1.6 (Association). Association offers a complementary approach to the analysis
of processes and random fields; see Bulinski and Shashkin (2007) for a comprehensive
introduction on this topic. Moreover, association is equivalent to ζ-weak dependence under
the assumptions of Lemma 4 in Doukhan and Louhichi (1999).

2 Strong mixing and weak dependence coefficients

under renewal sampling

Let X be a strictly stationary Rd-valued process, i.e. for all n ∈ N and all t1, . . . , tn ∈ I
it holds that the finite dimensional distributions (indicated by L(·)) are shift invariant

L(Xt1+h, . . . , Xtn+h) = L(Xt1 , . . . , Xtn) ∀h ∈ I.
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We want to investigate the asymptotic dependence of X sampled at a renewal sequence.
We use in the paper a definition of renewal process based on the sequence τ , see

Hunter (1974), and that agrees with the definition of a two-sided Lévy process (cf. pg.
124, Applebaum (2004)) in the Poisson case. Similar sampling schemes are used, e.g., by
Lii and Masry (1992), Charlot and Rachdi (2008), and Aı̈t-Sahalia and Mykland (2004).

Definition 2.1. Let I ⊆ R
m be a set as in Definition 1.1 and τ = (τi)i∈Z\{0} be an I-

valued sequence of non-negative (component-wise) i.i.d. random vectors with distribution
function µ such that µ{0} < 1. For i ∈ Z, we define an I-valued stochastic process (Ti)i∈Z
as

T0 := 0 and Ti :=

{ ∑i
j=1 τj , i ∈ N,

−
∑−1

j=i τj , −i ∈ N.
(8)

The sequence (Ti)i∈Z is called a renewal sampling sequence. When I ⊂ R, we call τ the
sequence of the inter-arrival times.

Definition 2.2. Let X = (Xt)t∈I be a process with values in R
d and let (Ti)i∈Z be a

renewal sampling sequence independent of X. We define the sequence Y = (Yi)i∈Z as the
stochastic process with values in R

d+1 given by

Yi = (XTi , Ti − Ti−1)> . (9)

We call X the underlying process and Y the renewal sampled process.

Remark 2.3 (Independence of T and X). The assumption of independence between the
stochastic process T , modeling a random sampling scheme, and X is reasonable when
working with time series whose records are not event-triggered. For example, transaction
level data, see Hautsch (2012) for a survey, are records of trade or transactions occurring
when a buyer and a seller agree on a price for a security (triggering event). Even if these
data should not be modeled by assuming that T and X are independent, this assumption
is broadly used in the literature analyzing financial data; see, for instance, Aı̈t-Sahalia
and Mykland (2004), Aı̈t-Sahalia and Mykland (2008), and Hayashi and Yoshida (2005).
Time series that are not event-triggered can, for example, be determined starting from the
below data sets.

• Modern health monitoring systems like smartphones or wearable devices as smart-
watches enable monitoring the health conditions of patients by measuring heart rate,
electrocardiogram, body temperature, among other information, see Vitabile et al.
(2019). These measurements are records on a discrete-time grid, mostly irregularly
distributed. In these cases, observation times depend on the measuring instrument
(typically sensors), i.e., on a random source independent of the process X, as ob-
served by Bardet and Bertrand (2010). In this context, the hypothesis of indepen-
dence of T and X is entirely realistic.
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• Measurements from continuous spatio-temporal random fields such as temperature,
vegetation, or population are nowadays recorded over a set of moving or fixed lo-
cations in space and time, typically not regularly distributed. These data sets are
called point reference or raster data and are analyzed, for example, in earth science.
Also, GPS data, e.g., of a taxi, which periodically transmit the location of an object
over time, are an example of spatio-temporal data sets called trajectory data which
are typically irregularly distributed in space and time. We refer the reader to the
survey of Wang et al. (2020) and the references therein for an account of the data
sets above and their practical relevance. The hypothesis of independence of T and X
seems realistic for these data because their sampling in space-time depends on the
instrument used to record them.

In the following theorem, we work with the class of functions defined in (1) and

F̃ =
⋃
u∈N

F̃u and G̃ =
⋃
v∈N

G̃v, (10)

where F̃u and G̃v are respectively two classes of measurable functions from (Rd+1)u to R
and (Rd+1)v to R which can be either bounded or bounded Lipschitz.

Theorem 2.4. Let Y = (Yi)i∈Z be a renewal sampled process with the underlying process
X being strictly stationary and Ψ-weakly dependent with coefficients ε. Then, Y is a strictly
stationary process, and there exists a sequence E such that

|Cov(F̃ (Yi1 , . . . , Yiu), G̃(Yj1 , . . . , Yjv))| ≤ C Ψ(‖F̃‖∞, ‖G̃‖∞, Lip(F̃ ), Lip(G̃), u, v) E(n)

for all
(u, v) ∈ N∗ × N∗;
n ∈ N;
{i1, . . . , iu} ⊆ Z and {j1, . . . , jv} ⊆ Z,
with i1 ≤ . . . ≤ iu < iu + n ≤ j1 ≤ . . . ≤ jv;

functions F̃ : (Rd+1)u → R and G̃ : (Rd+1)v → R belonging to F̃ and G̃,

where C is a constant independent of n. Moreover,

E(n) =

∫
I
ε(‖r‖)µ∗n(dr), (11)

where µ∗0 is the Dirac delta measure in zero, and, µ∗n is the n-fold convolution of µ for
n ≥ 1.

Proof of Theorem 2.4. Y is a strictly stationary process by Proposition 2.1 in Brandes
and Curato (2019). Consider arbitrary fixed (u, v) ∈ N

∗ × N∗, n ∈ N, {i1, . . . , iu} ⊆ Z

and {j1, . . . , jv} ⊆ Z with i1 ≤ . . . ≤ iu ≤ iu + n ≤ j1 ≤ . . . ≤ jv, and functions F̃ ∈ F̃
and G̃ ∈ G̃. W.l.o.g. let us consider throughout that i1 > 0. Then, by conditioning with
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respect to the sequence of the inter-arrival times τ and using the law of total covariance
(cf. Proposition A.1 in Chan et al. (2019)), we obtain that

|Cov(F̃ (Yi1 , . . . , Yiu), G̃(Yj1 , . . . , Yjv))|
≤ |E(Cov(F̃ (Yi1 , . . . , Yiu), G̃(Yj1 , . . . , Yjv)|τi : i = 1, . . . , jv))| (12)

+ |Cov(E(F̃ (Yi1 , . . . , Yiu)|τi : i = 1, . . . , jv),E(G̃(Yj1 , . . . , Yjv)|τi : i = 1, . . . , jv))|. (13)

Let us first discuss the summand (13). The term

E(F̃ (Yi1 , . . . , Yiu)|τi : i = 1, . . . , jv) = E(F̃ (Yi1 , . . . , Yiu)|τi : i = 1, . . . , iu)

because F̃ (Yi1 , . . . , Yiu) is independent of {τi : i = iu + 1, . . . , jv}. On the other hand,

E(G̃(Yj1 , . . . , Yjv)|τi : i = 1, . . . , jv)

= E(G̃((X
Tiu+

∑j1
i=iu+1 τi

, τj1)
′, . . . , (XTiu+

∑jv
i=iu+1 τi

, τjv)
′)|τi : i = 1, . . . , jv),

and, by stationarity of the process X and the i.i.d property of (τi)i∈Z\{0}, it is equal to

E(G̃((X∑j1
i=iu+1 τi

, τj1)
′, . . . , (X∑jv

i=iu+1 τi
, τjv)

′)|τi : i = 1, . . . , jv)

= E(G̃((X∑j1
i=iu+1 τi

, τj1)
′, . . . , (X∑jv

i=iu+1 τi
, τjv)

′)|τi : i = iu + 1, . . . , jv)

because of the independence between {(X∑j1
i=iu+1 τi

, τj1)
′, . . . , (X∑jv

i=iu+1 τi
, τjv)

′} and

{τi : i = 1, . . . , iu}. Thus, the summand (13) is equal to zero because

E(F̃ (Yi1 , . . . , Yiu)|τi : i = 1, . . . , iu),

and
E(G̃((X∑j1

i=iu+1 τi
, τj1)

′, . . . , (X∑jv
i=iu+1 τi

, τjv)
′)|τi : i = iu + 1, . . . , jv))

are independent.
The summand (12) is less than or equal to

∫
Ijv

∣∣∣Cov(F̃ ((X∑i1
i=1 si

, si1)
′, . . . ,(X∑iu

i=1 si
, siu)′), G̃((X∑j1

i=1 si
, sj1)

′, . . .

. . . , (X∑jv
i=1 si

, sjv)
′))
∣∣∣ dP{τi:i=1,...,jv}(s1, . . . , sjv),

where P{τ} indicates the joint distribution of the inter-arrival times sequence τ . For a given

(si1 , . . . , sjv) ∈ Ijv , we have that F̃ ((·, si1), . . . , (·, siu)) ∈ F and G̃((·, sj1), . . . , (·, sjv)) ∈ G.
X is a Ψ-weakly dependent process, then the above inequality is less than or equal to∫
Ij1−iu

C Ψ(‖F̃ ((·, si1), . . . , (·, siu))‖∞, ‖G̃((·, sj1), . . . , (·, sjv))‖∞, Lip(F̃ ((·, si1), . . . , (·, siu))),
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Lip(G̃((·, sj1), . . . , (·, sjv))), u, v) ε
(∥∥∥ j1∑

i=iu+1

si

∥∥∥)dP{τi:i=1,...,jv}(s1, . . . , sjv),

and, because the sequence {τi : i = iu + 1, . . . , j1} is independent of the sequence {τi : i =
1, . . . , iu, j1 + 1, . . . , jv} , the integral above is less than or equal to∫
Ij1−iu

C Ψ(‖F̃‖∞, ‖G̃‖∞, Lip(F̃ ), Lip(G̃), u, v) ε
(∥∥∥ j1∑

i=iu+1

si

∥∥∥)dP{τi:i=iu+1,...,j1}(siu+1, . . . , sj1).

We have that j1 − iu ≥ n and that w.l.o.g. the coefficients ε are non increasing. Thus, we
can conclude that the integral above is less than or equal to

C Ψ(‖F̃‖∞, ‖G̃‖∞, Lip(F̃ ), Lip(G̃), u, v)

∫
I
ε(‖r‖)µ∗n(dr).

Corollary 2.5. Let the assumptions of Theorem 2.4 hold. If the coefficients (11) are finite,
and converge to zero as n goes to infinity, then Y is Ψ-weakly dependent with coefficients
E.

Proof of Corollary 2.5. It directly follows by Definition 1.2.

Remark 2.6. Charlot and Rachdi (2008) obtain for a renewal process T independent of
X, α-coefficients related to the process (XTi)i∈Z equal to E[α(Tn)] which corresponds to
(11) for all n ∈ N. Their results also extend to renewal processes T having inter-arrival
time sequence τ which is itself α′-mixing with coefficients equal to E[α(Tn)]+α′. However,
the techniques involved in their proof exploit the definition of α-mixing coefficients as given
in (4) and are not directly applicable in the case of weakly dependent processes. Moreover,
the authors do not discuss how to obtain the inheritance of strong mixing, i.e., that the
obtained α-coefficients needs to be finite and converge to zero as n goes to infinity.

We further explore this issue by discussing in Section 3.1 and 3.2 several examples
of sampling schemes for which the assumptions of Corollary 2.5 are satisfied.

At last, concerning θ-lex weak dependence defined in Remark 1.5, we obtain the following
result.

Corollary 2.7. Let X be a strictly stationary and θ-lex weakly dependent random field
defined on R

m, and T be a renewal sampling sequence independent of X with values in
R
m. Then Y is a strictly stationary process, and there exists a sequence E such that

|Cov(F̃ (Yi1 , . . . , Yiu), G̃(Yj))| ≤ C ‖F‖∞Lip(G) E(n) (14)

for all
(u, v) ∈ N∗ × N∗;
n ∈ N;
{i1, . . . , iu} ⊆ Z and j ∈ Z,
with i1 ≤ . . . ≤ iu < iu + n ≤ j;

functions F̃ : (Rd+1)u → R and G̃ : Rd+1 → R belonging to F̃ and G̃,
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where C is a constant independent of n, and E are defined in (11).

Proof of Corollary 2.7. The sequence τ is a sequence of non-negative i.i.d random vectors,
then Ti1 ≤lex . . . ≤lex Tiu ≤lex Tj. Hence, stationarity of Y follows from Proposition 2.1
in Brandes and Curato (2019), and the covariance inequality (14) holds by following the
line of proof in Theorem 2.4.

Note that, if the inequality (14) holds and the coefficients (11) are finite and converge
to zero as n goes to infinity, then Y is a θ-weakly dependent process as defined in Dedecker
and Doukhan (2003).

3 Explicit bounds for Ψ-coefficients

In this section, we consider renewal sampling of X = (Xt)t∈R. Therefore, the inter-arrival
times are a sequence of non-negative i.i.d random variables with values in R.

We first show that if X is Ψ-weakly dependent and admits exponential or power
decaying coefficients ε, then Y is, in turn, Ψ-weakly dependent and its coefficients E
preserve (at least asymptotically) the decay behavior of ε. This result directly enables
the application of the limit theory for a vast class of Ψ-weakly dependent processes Y , of
which we present several examples throughout the section.

In fact, central limit theorems for a Ψ-weakly dependent process X typically hold
under sufficient conditions of the following type: E[‖X0‖δ] < ∞ for some δ > 0 and the
coefficients ε satisfy a condition of the form

∞∑
i=1

ε(n)A(δ) <∞, (15)

where A(δ) is a certain function of δ. If X admits coefficients ε with exponential or
sufficiently fast power decay, then conditions of type (15) are satisfied. If, in turn, Y is
Ψ-weakly dependent with coefficients having exponential or sufficiently fast power decay,
then conditions of type (15) are also satisfied under renewal sampling.

3.1 Exponential decay

In terms of the Laplace transform of the inter-arrival times, we can obtain a general bound
for the coefficients (E(n))n∈N.

Proposition 3.1. Let X = (Xt)t∈R, Y = (Yi)i∈Z and (Ti)i∈Z be as in Theorem 2.4. Let us
assume that ε(r) ≤ Ce−γr for γ > 0 and denote the Laplace transform of the distribution
function µ by

Lµ(t) =

∫
R+

e−tr µ(dr), t ∈ R+.
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Then, the process Y admits coefficients

E(n) ≤ C
( 1

Lµ(γ)

)−n
which converge to zero as n goes to infinity.

Proof of Proposition 3.1. We notice that Lµ(t) < 1 for t > 0 and that Lµ∗n(t) = (Lµ(t))n,
cf. (Sato, 2013, Proposition 2.6).

Using the result obtained in Theorem 2.4, we have that

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C

∫
R+

e−γr µ∗n(dr) = CLµ∗n(γ)

= C(Lµ(γ))n.

As a direct consequence, if X is Ψ-weakly dependent and admits exponentially de-
caying coefficients, the assumptions of Corollary 2.5 holds and Y inherits the asymptotic
dependence structure of X under renewal sampling.

Example 3.2. If we have a renewal sampling with Γ(α, β)-distributed inter-arrival times
for α, β > 0, then µ∗n is the distribution function of a Γ(nα, β) distributed random vari-
able. By Proposition 3.1,

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C

∫
(0,+∞)

e−γr
βnα

Γ(nα)
rnα−1e−βr dr = C

(γ + β

β

)−nα
.

A special case of the coefficients above is obtained for Poisson sampling, i.e., µ =
Exp(λ) with λ > 0. In this case, µ∗n is the distribution function of a Γ(n, λ) distributed
random variable, and

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C

∫
(0,+∞)

e−γr
λn

Γ(n)
rn−1e−λr dr = C

(λ+ γ

λ

)−n
.

Remark 3.3. If the process X is Ψ-weakly dependent with exponentially decaying coeffi-
cients, then the equidistant sampled process (Xi)i∈Z has exponentially decaying coefficients
ε(n) ≤ Ce−γn for γ > 0 and n ∈ N. By using the results in Example 3.2, we can design
renewal sampling schemes such that the process Y has coefficients E with faster decay rate
than the sequence of coefficients ε.

• For Γ(α, β)-distributed inter-arrival times, we obtain that the process Y has faster-
decaying coefficients than (Xi)i∈Z if the parameters α, β > 0 are chosen such that(γ + β

β

)α
≥ eγ.
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• In the case of Poisson sampling, the process Y admits faster-decaying coefficients
than (Xi)i∈Z if

λ ≥ γ

eγ − 1
.

The fraction appearing at the right-hand side of the inequality is less than 1 for all
γ > 0. Therefore, because the average length of two adjacent observations is ruled
by E[τ1] = 1

λ
, we can design an (on average) lower sampling frequency scheme such

that the coefficients E decay faster than ε, by choosing γ
eγ−1
≤ λ < 1.

3.2 Power decay

We now assume that the underlying process X is Ψ-weakly dependent with coefficients
ε(r) ≤ Cr−γ for γ > 0.

We start with some concrete examples of inter-arrival time distributions µ (and there-
fore of renewal sampling sequences T ), preserving the power decay of the coefficients ε.

Example 3.4. Let us consider renewal sampling with Γ(α, β) distributed inter-arrival
times for α, β > 0. Then, µ∗n is a Γ(nα, β) distribution. Thus,

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C

∫
(0,+∞)

r−γ
βnα

Γ(nα)
rnα−1e−βr dr = Cβγ

Γ(nα− γ)

Γ(nα)
. (16)

For n → ∞, and applying Stirling’s series, see Tricomi and Erdélyi (1951), we obtain
that (16) is equal to Cβγn−γ +O(n−γ−1).

In the particular case of Poisson sampling, µ∗n is a Γ(n, λ) distribution and

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C

∫
(0,+∞)

r−γ
λn

Γ(n)
rn−1e−λr dr = Cλγ

Γ(n− γ)

Γ(n)

= Cλγn−γ(1 +O(n−1)) = Cλγn−γ +O(n−γ−1),

where the last equality holds as n→∞.

Example 3.5. We denote by Levy(0, c) a Lévy distribution, cf. pg. 28 Zolotarev (1986),
with location parameter 0 and scale parameter c (a completely skewed 1

2
-stable distribu-

tion). This distribution has infinite mean and variance. For Levy(0, c) distributed inter-
arrival times, we have that µ∗n is Levy(0, cn). Thus,

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C

∫
R+

r−γ
( cn

2
)
1
2

Γ(1
2
)
r−

3
2 e−

cn
2r dr = C

Γ(1
2

+ γ)

( cn
2

)γΓ(1
2
)

= C
Γ(1

2
+ γ)

Γ(1
2
)

( c
2

)−γ
n−γ.

Example 3.6. We consider now the case where µ is an inverse Gaussian distribution with
mean m and shape parameter λ (short IG(m,λ)). We have that µ∗n is a IG(nm, n2λ)
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distribution and

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C

∫
(0,+∞)

r−γ
( n2λ

2πr3

) 1
2
e−

n2λ(r−nm)2

2n2m2r dr

= nC
( λ

2π

) 1
2
e
λn
m

∫
(0,+∞)

r−γ−
3
2 e
− λn

2m

(
r
nm

+nm
r

)
dr

= C
( λ

2π

) 1
2
m−γ−

1
2 n−γ+ 1

2 e
λn
m 2K−γ− 1

2

(λn
m

)
(17)

after applying the substitution x := r
nm

and where K−γ− 1
2

denotes a modified Bessel func-

tion of the third kind with order −γ− 1
2
. Using the asymptotic expansion for modified Bessel

functions at pg. 171 in Jørgensen (1982), we obtain that Kv(x) = (π
2
)
1
2x−

1
2 e−x(1+O(x−1)).

Thus, for n→∞, (17) is equal to C
2
m−γ n−γ +O(n−γ−1).

Example 3.7. Let the inter-arrival times follow a Bernoulli distribution with parameter
0 ≤ p ≤ 1. Then, µ∗n is a Bin(n, p) distribution. If X admits coefficients ε(r) = C(1∧r−γ)
for γ > 0, we have that E(n)

E(n) =

∫
R+

ε(r)µ∗n(dr) = C
(

(1− p)n +
n∑
j=1

j−γ
(
n

j

)
pj(1− p)n−j

)
. (18)

For n→∞, applying the asymptotic expansion proved in Theorem 1 by Wuyungaowa and
Wang (2008), we have that (18) is equal to C(np)−γ +O(n−γ−1).

Example 3.8. Let us consider inter-arrival times such that µ([0, k)) = 0 for a fixed k > 0.
Then, straightforwardly

E(n) =

∫
R+

ε(r)µ∗n(dr) ≤ C(nk)−γ.

In Examples 3.4, 3.6, and 3.7 we obtain asymptotic bounds for the coefficients E whereas
we have exact ones in Examples 3.5 and 3.8. For a general inter-arrival time distribution
we can just show that the coefficients E decay at least (asymptotically) with the same
power. This result relies on the following Lemma.

Lemma 3.9. Let µ, ν be two probability measures on R+ such that µ([0, b)) ≤ ν([0, b)) for
all b > 0 and f : R+ → R

+ be non-increasing. Then∫
R+

f(r)µ∗n(dr) ≤
∫
R+

f(r) ν∗n(dr).

Proof of Lemma 3.9. The proof follows by applying measure-theoretic induction.

Proposition 3.10. Let X = (Xt)t∈R, Y = (Yi)i∈Z and (Ti)i∈Z be as in Theorem 2.4.
Let us assume that ε(r) ≤ Cr−γ for γ > 0. Let a > 0 be a point in the support of µ
such that µ([0, a)) > 0, and set p = µ([a,∞]). Then, the process Y admits coefficients
E(n) ≤ C(nap)−γ as n→∞.
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Proof of Proposition 3.10. Let us assume w.l.o.g. that µ 6= δa (otherwise Example 3.8
applies for any a ∈ R+), where δa denotes the Dirac-delta measure for a ∈ R+. Set
ν = pδa + (1− p)δ0. The latter is a Bernoulli distribution that assigns probability p to the
inter-arrival time a and (1−p) to the one 0. It follows that µ([0, b)) ≤ ν([0, b)) for all b > 0.
Then, by using Lemma 3.9, the result in Example 3.7 and Theorem 1 in Wuyungaowa
and Wang (2008)

E(n) ≤ C

∫
R+

r−γµ∗n(dr) ≤ C

∫
R+

r−γν∗n(dr) = C
(

(1− p)n +
n∑
j=1

(aj)−γ
(
n

j

)
pj(1− p)n−j

)
= C(nap)−γ +O(n−γ−1),

where the last inequality holds for n→∞.

Remark 3.11. Proposition 3.10 gives us an upper bound for the coefficients E. This means
that the true decay of the coefficients E could be faster, in general, than n−γ. However, we
have not found examples of sequences τ where this happens. Even for extremely heavily
tailed inter-arrival time distributions like in Example 3.5, we can just find an estimate
from above of the coefficients of the renewal sampled process Y , i.e., E(n) ≤ Cn−γ for
large n, that has the same power decay as the coefficients ε.

Proposition 3.10 summarizes the results given in this section. In fact, as long as X is Ψ-
weakly dependent such that there exists a γ > 0 with ε(r) ≤ Cr−γ then the assumptions
of Corollary 2.5 are satisfied and Y inherits the asymptotic dependence structure of X.
Note that Proposition 3.10 assures that Y is Ψ-weakly dependent also when, for example,
ε(r) = C 1

rlog(r)
and then ε(r) ≤ Cn−1. Therefore, caution has to be exercised when

checking conditions of type (15) for the process Y .

Example 3.12. Let us consider the sufficient condition for the applicability of the central
limit theorem for κ-weakly dependent processes, see Doukhan and Wintenberger (2007),
where (15) holds with A(δ) = 1. If X is a Ψ-weakly dependent process with coefficients
ε(r) = C 1

rlog(r)
, then Y is a Ψ-weakly dependent process with coefficients E(n) ≤ C̃n−1 as

n→∞ by applying Proposition 3.10. We have that the coefficients ε(r) are summable and
satisfy (15), but we do not know the summability of the coefficients E(n) as Proposition
3.10 just gives an upper bound of their value which is not summable.

4 Conclusion

We assume that our sampling scheme is described by a renewal sequence T independent of
the process X being weakly dependent or α-mixing. We determine under which assump-
tions the process Y = (XTi , Ti−Ti−1) is itself weakly dependent or α-mixing. If X admits
exponential or power decaying coefficients, Y inherits strong mixing or weak dependence,
and its related coefficients preserve the exponential or power decay (at least asymptoti-
cally). Our general results enable the application of central limit theorems heavily used
under equidistant sampling schemes to renewal sampled data.
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Other sampling schemes are of great interest in practical applications and consti-
tute a natural continuation of our work. For instance, sampling schemes where T is a
point process dependent on X, as observed in transaction-level financial data. Moreover,
when analyzing data from continuous spatio-temporal random fields, the theory we have
developed so far allows analyzing sampling along a self-avoiding walk that moves in non-
negative coordinate directions. Another possible extension of our theory aims to study the
random field sampling along a walk that moves in lexicographically increasing coordinate
directions.
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do Rego Sousa, T. and Stelzer, R. (2019). Moment based estimation for the multivariate
COGARCH(1,1) process. arXiv:1909.12378v2.

Doukhan, P. (1994). Mixing: Properties and Examples, Lecture Statistics 85. Springer-
Verlag, New York.

Doukhan, P. and Lang, G. (2002). Rates in the empirical central limit theorem for sta-
tionary weakly dependent random fields. Stat. Inference Stoch. Process, 5 (2):199–228.

Doukhan, P. and Louhichi, S. (1999). A new weak dependence condition and applications
to moment inequalities. Stochastic Process. Appl., 84:313–342.

18



Doukhan, P. and Wintenberger, O. (2007). An invariance principle for weakly dependent
stationary general models. Probab. Math. Statist., 27:45–73.

Hautsch, N. (2012). Econometrics of Financial High-Frequency Data. Springer-Verlag,
Berlin.

Hayashi, T. and Yoshida, N. (2005). On covariance estimation of non-synchronously
observed diffusion processes. Bernoulli, 11:359–379.

Hunter, J. J. (1974). Renewal theory in two dimensions: Basic results. Advances in Appl.
Probability, 6:376–391.

Ibragimov, I. A. and Linnik, Y. V. (1971). Independent and stationary sequences of
random variables. Wolters-Noordhoff, Groningen.

Jørgensen, B. (1982). Statistical properties of the generalized inverse Gaussian distribu-
tion. Springer-Verlag, New York.

Kanaya, S. (2017). Convergence rates of sums of α-mixing triangular arrays: with an
application to nonparametric drift function estimation of continuous-time processes.
Econometric Theory, 33:1121–1153.

Lii, K. S. and Masry, E. (1992). Model fitting for continuous-time stationary processes
from discrete-time data. J. Multivariate Anal., 41:56–79.

Masry, E. (1978a). Alias-free sampling: an alternative conceptualization and its applica-
tions. IEEE Trans. Inform. Theory, IT-24 (3):317–324.

Masry, E. (1978b). Poisson sampling and spectral estimation of continuous-time processes.
IEEE Trans. Inform. Theory, IT-24 (2):173183.

Masry, E. (1983). Nonparametric covariance estimation from irregularly-spaced data. Adv.
in Appl. Probab., 15:113–132.

Masry, E. (1988). Random sampling of continuous-parameter stationary processes: sta-
tistical properties of joint density estimators. J. Multivariate Anal., 26:133–165.

McDunnough, P. and Wolfson, D. B. (1979). On some sampling schemes for estimating
the parameters of a continuous time series. Ann. Inst. Statist. Math., 31:487–497.

Rosenblatt, M. (1956). A central limit theorem and a strong mixing condition. Proc. Nat.
Acad. Sci. U.S.A., 42:43–47.

Rosenblatt, M. (1984). Asymptotic normality, strong mixing and spectral density esti-
mates. Ann. Probab., 12:1167–1180.
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