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The Kolmogorov $N$-width describes the best possible error one can achieve by elements of an $N$-dimensional linear space. Its decay has extensively been studied in Approximation Theory and for the solution of Partial Differential Equations (PDEs). Particular interest has occurred within Model Order Reduction (MOR) of parameterized PDEs e.g. by the Reduced Basis Method (RBM).

While it is known that the $N$-width decays exponentially fast (and thus admits efficient MOR) for certain problems, there are examples of the linear transport and the wave equation, where the decay rate deteriorates to $N^{-1 / 2}$. On the other hand, it is widely accepted that a smooth parameter dependence admits a fast decay of the $N$-width. However, a detailed analysis of the influence of properties of the data (such as regularity or slope) on the rate of the $N$-width seems to lack.

In this paper, we use techniques from Fourier Analysis to derive exact representations of the $N$-width in terms of initial and boundary conditions of the linear transport equation modeled by some function $g$ for half-wave symmetric data. For arbitrary functions $g$, we derive bounds and prove that these bounds are sharp. In particular, we prove that the $N$-width decays as $c_{r} N^{-(r+1 / 2)}$ for functions in the Sobolev space, $g \in H^{r}$. Our theoretical investigations are complemented by numerical experiments which confirm the sharpness of our bounds and give additional quantitative insight.

[^0]
## 1 Introduction

The Kolmogorov $N$-width describes the best possible error one can achieve by a linear approximation with $N \in \mathbb{N}$ degrees of freedom, i.e. by elements of the best possible $N$-dimensional linear space, [1]. The arising optimal space in the sense of Kolmogorov can often not explicitly be constructed, at least not in a reasonable (computing) time. On the other hand, however, the decay rate of the $N$-width tells us if a given set can be well-approximated by a linear method, or not. This is a classical question in Approximation Theory and has been widely studied in the literature, see e.g. [2-5], this list being far from being complete.

Particular interest has been devoted to the case when the set to be approximated is given by solutions of certain equations, e.g. Partial Differential Equations (PDEs) with different data (one might think of the domain, coefficients, right-hand side loadings, initial- and/or boundary conditions), which might be considered as parameters, [68]. In that direction, model order reduction of parametric PDEs (PPDE) has become a field of very intensive research, also with many very relevant real-life applications, [9-11]. A prominent example is the Reduced Basis Method (RBM), where a PPDE is aimed to be reduced to an $N$-dimensional linear space in order to allow multi-query (w.r.t. different parameter values) and/or realtime (embedded systems, cold computing) applications. The reduced $N$-dimensional system is determined in an offline training phase using sufficiently accurate detailed numerical solutions by any standard method. In this framework, the question arises, if a given PPDE can be well-reduced by means of the RBM or not. Since it has been proven in [12] that the offline reduced basis generation using a Greedy method realizes the same asymptotic rate of decay as the Kolmogorov $N$-width, one is left with the investigation of the decay for PPDEs to decide whether the RBM is suitable for a given PPDE, or not. Also in that direction, there is a significant amount of literature, e.g. [13-22], just to name a few. Roughly speaking, it was shown there that a PPDE admits a fast decay of the $N$-width if the solution depends smoothly on the parameter, which is, e.g. known for elliptic and parabolic problems which allow for a separation of the parameters from the physical variables. As a rule of thumb: "holomorphic dependence admits exponential decay".

However, when leaving the nice realm of such PPDEs, the situation becomes dramatically worse. It has for example been shown that the decay may drop down to $N^{-s}, 0<s<1$, for the linear transport equation [20] and the wave equation [23]. However, the problems considered in the latter papers are quite specific examples yielding to a non-smooth dependence of the solution in terms of the parameter (the velocity in [20] and the wave speed in [23]). It was also demonstrated that the decay not only depends on the PDE, but also on the underlying physics, e.g. alloy compositions in case of solidification problems [24]. For problems of such type (transport, transport-dominated, hyperbolic), the above quoted rule of thumb remains true.

This is why we are interested in the exact dependence of the decay rate of the N width in terms of the data / parameters of the problem. To our own surprise we could not find corresponding results in the literature. In [18, 21, 22], the fast decay is shown using techniques from interpolation proving that a Greedy-type selection selects the optimal nodes. The positive result in [20, Thm. 3.1] has been deduced by using the decay of the complex power series.

We consider the linear transport problem whose solution is given by the characteristics in terms of initial and boundary conditions. Hence, we can reduce ourselves to approximate the mapping $x \mapsto g(x-\mu)$, where $\mu$ is the parameter and $x \in \Omega$, which is the domain on which the PPDE is posed; $g$ is the real-valued univariate function modeling initial and boundary conditions. To this end, we use the Fourier series approximation, which allows us to incorporate the parametric shift by $\mu$ into the approximation spaces. We derive exact representations of the $N$-width for certain classes (half-wave symmetric -HWS- functions) and give estimates in terms of the regularity and the slope of the function $g$.

This paper is organized as follows. In Section 2, we collect preliminaries on the linear transport equation, the $N$-width and some facts from Fourier analysis, which we shall need in the sequel. The main tool for our analysis is a shift-isometric orthogonal decomposition (Def. 3.1) based upon the Fourier series of $g$. This notion is introduced in Section 3. In Section 4, we use Def. 3.1 to construct approximation spaces with which we can derive exact representations for the $N$-width for HWS functions and sharp estimates in the general case. The specific influence of the regularity of $g$ on the decay of the $N$-width is investigated in Section 5 , where we prove that the $N$-width is bounded by $c_{r} N^{-(r+1 / 2)}$ for functions in the Sobolev space $H^{r}$. In Section 6, using specifically constructed piecewise functions, we show that our bounds are sharp. Some results of our extensive numerical results are presented in Section 7. The paper finishes with some conclusions in Section 8.

## 2 Preliminaries

### 2.1 The linear transport equation

We consider the univariate linear transport equation with velocity $\mu$, which is interpreted as a parameter, i.e., we seek a function $\Phi(\cdot, \cdot ; \mu): I \times \Omega \rightarrow \mathbb{R}$ such that ${ }^{1}$

$$
\begin{align*}
\partial_{t} \Phi(t, x ; \mu)+\mu \partial_{x} \Phi(t, x ; \mu) & =0, & & (t, x) \in I \times \Omega,  \tag{2.1a}\\
\Phi(0, x ; \mu) & =g(x), & & x \in \Omega, \\
\Phi(t, 0 ; \mu) & =g(-\mu t), & & t \in I, \tag{2.1b}
\end{align*}
$$

where $I:=(0,1)$ is the time interval and $\Omega:=(0,1)$ the spatial domain. ${ }^{2}$ The velocity can be chosen in a compact interval $\mu \in \mathcal{P}:=[0,1]$. The initial and boundary conditions, (2.1b) and (2.1c), respectively, are given in terms of a function $g: \Omega_{\mathcal{P}} \rightarrow \mathbb{R}$, whose properties will be relevant in the sequel. Here, $\Omega_{\mathcal{P}}:=\Omega \ominus \mathcal{P}:=\{x-\mu: x \in$ $\Omega, \mu \in \mathcal{P}\}=(-1,1)$ is the domain on which $g$ needs to be defined in order to obtain a well-posed problem (2.1) for every parameter. The solution of (2.1) is well-known to $\operatorname{read} \Phi(t, x ; \mu)=g(x-\mu t),(t, x) \in I \times \Omega$. We are particularly interested in the solution at the final time $t=1$, i.e.,

$$
\begin{equation*}
u_{\mu}(x):=\Phi(1, x ; \mu)=g(x-\mu), \quad x \in \Omega \tag{2.2}
\end{equation*}
$$

[^1]and consider the low regularity case, i.e., we only assume that $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$, and therefore $u_{\mu} \in L_{2}(\Omega)$, no additional smoothness.
Remark 2.1. Often, the time $t \in I$ is also seen as a parameter. But our considerations are not restricted to the final time, since then for a given $t \in I$ and $\mu \in \mathcal{P}$, we can define the new parameter $\tilde{\mu}:=t \mu \in[0,1)$ and get $u_{\tilde{\mu}}=g(\cdot-\tilde{\mu})=\Phi(t, \cdot ; \mu)$.

### 2.2 Linear approximation: The $N$-width

The specific focus of this paper is the approximation rate provided by linear subspaces. In particular, we are considering $N$-dimensional subspaces which are "optimal" to approximate $u_{\mu}$ for all parameters $\mu \in \mathcal{P}$ in an appropriate manner. The maybe most classical setting is the worst case scenario w.r.t. the parameter yielding the classical Kolmogorov $N$-width defined as, [1]

$$
\begin{align*}
d_{N}(\mathcal{P}) & :=\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}} \sup _{\mu \in \mathcal{P}} \inf _{\tilde{v}_{N} \in V_{N}}\left\|u_{\mu}-\tilde{v}_{N}\right\|_{L_{2}(\Omega)}  \tag{2.3}\\
& =\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}} \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)},
\end{align*}
$$

where $\mathcal{U}_{g}(\mathcal{P}):=\left\{u_{\mu} \equiv g(\cdot-\mu): \mu \in \mathcal{P}\right\} \subset L_{2}(\Omega)$ is also (slightly misleading) called solution manifold. The dependence on $g$ will be crucial below.
Remark 2.2. There are several results concerning the decay of $d_{N}(\mathcal{P})$ for the linear transport problem (2.1).
(a) In [20] it was shown that $d_{N}(\mathcal{P}) \cong N^{-1 / 2}$, i.e., very slow, for the specific choice $g=\chi_{[0,1]}$, namely initial and boundary conditions involving a jump.
(b) On the other hand, one can achieve exponential decay, i.e., $d_{N}(\mathcal{P}) \lesssim e^{-\alpha N}$ for some $\alpha>0$ if the function $g$ is analytic. This can be seen by considering a truncated power series in the complex plane, [20, Thm. 3.1].
Our main focus in this paper is to study the decay of the $N$-width w.r.t. properties of the function $g$, in particular we want to detail the influence of the regularity of $g$ on the decay of the $N$-width. In addition to the "worst-case in the parameter" Kolmogorov $N$-width $d_{N}(\mathcal{P})$, which measures the error in $L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)$, we will also consider "mean-squared error in the parameter", i.e., $L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)$ w.r.t. a probability measure (i.e., $d \mu(\mathcal{P})=1$ ), which we call $L_{2}$-average $N$-width defined as

$$
\begin{align*}
\delta_{N}(\mathcal{P}) & :=\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}}\left\{\int_{\mathcal{P} \tilde{v}_{N} \in V_{N}}\left\|u_{\mu}-\tilde{v}_{N}\right\|_{L_{2}(\Omega)}^{2} d \mu\right\}^{1 / 2}  \tag{2.4}\\
& =\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}} \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}
\end{align*}
$$

Remark 2.3. For later reference, we collect some equivalent expressions.
(a) Let $P_{N}: L_{2}(\Omega) \rightarrow V_{N}$ denote the orthogonal projection onto $V_{N}$. Then,

$$
\begin{align*}
& d_{N}(\mathcal{P})=\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}}\left\|u_{\mu}-P_{N} u_{\mu}\right\|_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)},  \tag{2.5a}\\
& \delta_{N}(\mathcal{P})=\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}}\left\|u_{\mu}-P_{N} u_{\mu}\right\|_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right) .} . \tag{2.5b}
\end{align*}
$$

(b) $B y\|w\|_{L_{2}(\mathcal{P})} \leq d \mu(\mathcal{P})\|w\|_{L_{\infty}(\mathcal{P})}, w \in L_{\infty}(\mathcal{P})$, we get $\delta_{N}(\mathcal{P}) \leq d_{N}(\mathcal{P})$.

### 2.3 Fourier Analysis

Our major tool for determining the decay of the $N$-widths is Fourier Analysis. We collect the main ingredients needed for the sequel of this paper. Recall that for the above model problem, we have $I=(0,1), \Omega=(0,1), \mathcal{P}=[0,1]$ and $\Omega_{\mathcal{P}}=(-1,1)$, but the analysis is not restricted to that case. Here, we consider the space $L_{2}\left(\Omega_{\mathcal{P}}\right)$ corresponding to signals of wave-length 2 . Thus, the half-wave length is 1 , which is used in the following definition, whose notion is well-known in electrical engineering (see e.g. [25]) and turns out to be crucial for the subsequent analysis.
Definition 2.4. We call $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$ even half-wave symmetric (even HWS, $g \in L_{2}^{\mathrm{evn}}$ ), if $g(x)=g(x+1)$ for all $x \in[-1,0]$ a.e., and odd half-wave symmetric (odd HWS, $\left.g \in L_{2}^{\text {odd }}\right)$, if $g(x)=-g(x+1)$ for all $x \in[-1,0]$ a.e. A function is called half-wave symmetric (HWS, $g \in L_{2}^{\mathrm{hws}}$ ), if it is either even or odd HWS.

We shall use the Fourier series of any $L_{2}\left(\Omega_{\mathcal{P}}\right)$-function, namely

$$
\begin{equation*}
g(x)=\hat{A}_{0}+\sum_{k=1}^{\infty}\left[\hat{A}_{k} \cos (k \pi x)+\hat{B}_{k} \sin (k \pi x)\right], \quad x \in \Omega_{\mathcal{P}} \text { a.e. } \tag{2.6}
\end{equation*}
$$

where the Fourier coefficients are known as $\hat{A}_{0}=\frac{1}{2} \int_{\Omega_{\mathcal{P}}} g(x) d x$ and for $k \geq 1$ they read $\hat{A}_{k}=\langle g, \cos (k \pi \cdot)\rangle_{L_{2}\left(\Omega_{\mathcal{P}}\right)}$ as well as $\hat{B}_{k}=\langle g, \sin (k \pi \cdot)\rangle_{L_{2}\left(\Omega_{\mathcal{P}}\right)}$. Using the Fourier expansion, it can readily be seen that any $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$ can be decomposed into an even HWS and and odd HWS part, i.e., $g=g^{\text {evn }}+g^{\text {odd }}$, where

$$
\begin{aligned}
& g^{\text {evn }}:=\hat{A}_{0}+\sum_{k=1}^{\infty}\left[\hat{A}_{2 k} \cos (2 k \pi \cdot)+\hat{B}_{2 k} \sin (2 k \pi \cdot)\right] \in L_{2}^{\text {evn }}, \\
& g^{\text {odd }}:=\sum_{k=1}^{\infty}\left[\hat{A}_{2 k-1} \cos ((2 k-1) \pi \cdot)+\hat{B}_{2 k-1} \sin ((2 k-1) \pi \cdot)\right] \in L_{2}^{\text {odd }} .
\end{aligned}
$$

We shall use this decomposition in order to determine the decay of the Kolmogorov $N$-width by splitting $g$ into its even HWS and odd HWS part and then estimating the $N$-width for both of these parts. For later reference, we collect the facts

$$
\begin{equation*}
L_{2}\left(\Omega_{\mathcal{P}}\right)=L_{2}^{\mathrm{evn}} \oplus L_{2}^{\mathrm{odd}}, \quad L_{2}^{\mathrm{hws}}=L_{2}^{\mathrm{evn}} \cup L_{2}^{\text {odd }}, \quad L_{2}^{\mathrm{hws}} \subsetneq L_{2}\left(\Omega_{\mathcal{P}}\right) \tag{2.7}
\end{equation*}
$$

## 3 Shift-isometric orthogonal decompositions

We will construct spaces to bound or represent $d_{N}(\mathcal{P})$ and $\delta_{N}(\mathcal{P})$ for a given function $g$. It turns out that the cases $g \in L_{2}^{\text {evn }}$ and $g \in L_{2}^{\text {odd }}$ have to be treated separately. The arising shift-isometric orthogonal decompositions will depend on the given function $g$. Definition 3.1. Let $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$; We call a family of subspaces $\mathcal{W}^{g}:=\left\{W_{k}^{g}\right\}_{k \in \mathbb{N}} \subset$ $L_{2}(\Omega)$ with the associated orthogonal projectors $\mathcal{Q}^{g}:=\left\{Q_{k}^{g}\right\}_{k \in \mathbb{N}}, Q_{k}^{g}: L_{2}(\Omega) \rightarrow W_{k}^{g}$ a shift-isometric orthogonal decomposition (w.r.t. g) of $L_{2}(\Omega)$ if
(i) $L_{2}(\Omega)=\bigoplus_{k=1}^{\infty} W_{k}^{g}$ and $W_{k}^{g} \perp W_{j}^{g}$ for $j \neq k$;
(ii) The orthogonal projectors are shift-isometric, i.e., it holds

$$
\begin{equation*}
\left\|Q_{k}^{g} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}=\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)} \quad \text { for all } \mu \in \mathcal{P} \tag{3.1}
\end{equation*}
$$

Remark 3.2. Note, that $g$ needs to be defined on the larger space $\Omega_{\mathcal{P}}$ in order to apply $g(\cdot-\mu)$. However, the solution of the transport problem (2.1) is defined on the domain $\Omega$. Whenever we take a norm $\|\cdot\|_{L_{2}(\Omega)}$ or apply $Q_{k}^{g}$, we consider implicitly the restriction $g_{\mid \Omega}$ or $g(\cdot-\mu)_{\mid \Omega}$ respectively.

Now, we start by assuming that such a $\mathcal{W}^{g}$ exists and show that (3.1) is a key property. If $\mathcal{W}^{g}$ is a (shift-isometric) orthogonal decomposition of $L_{2}(\Omega)$, each $u_{\mu} \in$ $\mathcal{U}_{g}(\mathcal{P}) \subset L_{2}(\Omega)$ has a unique decomposition $u_{\mu}=\sum_{k=1}^{\infty} Q_{k}^{g} u_{\mu}$. We define

$$
\begin{equation*}
V_{N}^{g}:=\bigoplus_{k=1}^{M(N)} W_{k}^{g}, \quad \text { where } N=\operatorname{dim}\left(V_{N}^{g}\right)=\sum_{k=1}^{M(N)} \operatorname{dim}\left(W_{k}^{g}\right) \tag{3.2}
\end{equation*}
$$

as a candidate for the best approximation space in the sense of Kolmogorov. ${ }^{3}$ Clearly, the approximation $\tilde{v}_{N}:=\sum_{k=1}^{M(N)} Q_{k}^{g} u_{\mu}$ converges to $u_{\mu}$ as $N \rightarrow \infty$, which implies that both $d_{N}(\mathcal{P})$ and $\delta_{N}(\mathcal{P})$ converge towards zero. Moreover, the orthogonality easily allows us to control the error.
Proposition 3.3. Let $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$, let $\mathcal{W}^{g}$ be a corresponding shift-isometric orthogonal decomposition of $L_{2}(\Omega)$ and let $V_{N}^{g}$ be defined as in (3.2). Then,

$$
\begin{equation*}
\operatorname{dist}\left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\operatorname{dist}\left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\sum_{k=M(N)+1}^{\infty}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2} \tag{3.3}
\end{equation*}
$$

Proof. The statement is a direct consequence of orthogonality, (3.1) and the fact that the orthogonal projection corresponds to the best approximation. Indeed, denoting the orthogonal projector onto $V_{N}^{g}$ by $P_{N}^{g}$, we obtain

$$
\inf _{\tilde{v}_{N} \in V_{N}^{g}}\left\|u_{\mu}-\tilde{v}_{N}\right\|_{L_{2}(\Omega)}^{2}=\left\|u_{\mu}-P_{N}^{g} u_{\mu}\right\|_{L_{2}(\Omega)}^{2}=\left\|u_{\mu}-\sum_{k=1}^{M(N)} Q_{k}^{g} u_{\mu}\right\|_{L_{2}(\Omega)}^{2}
$$

[^2]$$
=\left\|\sum_{k=M(N)+1}^{\infty} Q_{k}^{g} u_{\mu}\right\|_{L_{2}(\Omega)}^{2}=\sum_{k=M(N)+1}^{\infty}\left\|Q_{k}^{g} u_{\mu}\right\|_{L_{2}(\Omega)}^{2},
$$
since $u_{\mu} \in \mathcal{U}_{g}(\mathcal{P}) \subset L_{2}(\Omega)$. Finally, by shift-isometry (Def. 3.1 (ii)), $\left\|Q_{k}^{g} u_{\mu}\right\|_{L_{2}(\Omega)}=$ $\left\|Q_{k}^{g} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}=\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}$ and we get that
\[

$$
\begin{aligned}
\operatorname{dist} & \left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\sup _{\mu \in \mathcal{P}}\left\|u_{\mu}-P_{N}^{g} u_{\mu}\right\|_{L_{2}(\Omega)}^{2} \\
& =\sup _{\mu \in \mathcal{P}} \sum_{k=M(N)+1}^{\infty}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2}=\sum_{k=M(N)+1}^{\infty}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2} \\
& =\int_{\mathcal{P}_{k=M(N)+1}} \sum_{k}^{\infty}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2} d \mu=\operatorname{dist}\left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2},
\end{aligned}
$$
\]

since $\mathcal{P}=[0,1]$, which completes the proof.
Before continuing, we stress that for $V_{N}^{g}$ both versions of the $N$-width coincide and that the right-hand side of (3.3) is independent of the parameter $\mu$, which allows us to bound the $N$-width for all parameters. As the simple proof above shows, the shift-isometry (3.1) is the key property.

### 3.1 Optimal $N$-term approximation spaces

We will later construct shift-isometric decompositions by choosing appropriate bases for $W_{k}^{g}$ for a given $g \in L_{2}^{\mathrm{hws}}$. If an ON basis $\left\{v_{1}, v_{2}, \ldots\right\}$ of $L_{2}(\Omega)$ is known, one can consider one-dimensional spaces $W_{k}:=\operatorname{span}\left\{v_{k}\right\}$ and then define $V_{N}:=\oplus_{k=1}^{N} W_{k}$. So far, such $W_{k}$ and $V_{N}$ are independent of $g$. However, the following result shows that such spaces are optimal in the sense of Kolmogorov if the basis $\left\{v_{1}, v_{2}, \ldots\right\}$ is sorted in an appropriate manner. The sorting in fact depends on $g$; shift-isometry is not needed here. The subsequent statement will later be used for the shift-isometric case, then even implying $L_{\infty}(\mathcal{P})$-optimality.
Lemma $3.4\left(L_{2}(\mathcal{P})\right.$-optimality). Let $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$ and $\left\{W_{k}^{g}:=\operatorname{span}\left\{v_{k}\right\}\right\}_{k \in \mathbb{N}}$ be an ON decomposition of $L_{2}(\Omega)$, which is sorted ${ }^{4}$, i.e.,

$$
\begin{equation*}
C_{k+1}^{g} \leq C_{k}^{g}, k \in \mathbb{N}, \quad \text { for } C_{k}^{g}:=\int_{\mathcal{P}}\left\|Q_{k}^{g} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2} d \mu, \tag{3.4}
\end{equation*}
$$

where $Q_{k}^{g}: L_{2}(\Omega) \rightarrow W_{k}^{g}$ is the orthogonal projector. Then, $V_{N}^{g}:=\operatorname{span}\left\{v_{1}, \ldots, v_{N}\right\}$, $N \in \mathbb{N}$, is optimal, i.e. $\operatorname{dist}\left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}=\delta_{N}(\mathcal{P})$.

Proof. Let $\left\{\tilde{v}_{k}\right\}_{k \in \mathbb{N}}$ be another ON basis of $L_{2}(\Omega)$; set $\tilde{W}_{k}:=\operatorname{span}\left\{\tilde{v}_{k}\right\}$, let $\tilde{Q}_{k}$ : $L_{2}(\Omega) \rightarrow \tilde{W}_{k}$ be the orthogonal projector and define $\tilde{V}_{N}:=\operatorname{span}\left\{\tilde{v}_{1}, \ldots, \tilde{v}_{N}\right\}$. Then, each $\tilde{v}_{i}$, can be expanded in terms of $\left\{v_{k}\right\}_{k \in \mathbb{N}}$, i.e., $\tilde{v}_{i}=\sum_{k=1}^{\infty}\left\langle\tilde{v}_{i}, v_{k}\right\rangle_{L_{2}(\Omega)} v_{k}$, where

[^3]$\sum_{k=1}^{\infty}\left\langle\tilde{v}_{i}, v_{k}\right\rangle_{L_{2}(\Omega)}^{2}=\left\|\tilde{v}_{i}\right\|_{L_{2}(\Omega)}^{2}=1$ by orthonormality. Then, since the orthogonal projection is the best approximation and $u_{\mu}=g(\cdot-\mu)$,
\[

$$
\begin{aligned}
\operatorname{dist}\left(\tilde{V}_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2} & =\sum_{k=N+1}^{\infty} \int_{\mathcal{P}}\left\|\tilde{Q}_{k} u_{\mu}\right\|^{2} d \mu=\sum_{k=N+1}^{\infty} \int_{\mathcal{P}}\left\langle\tilde{v}_{k}, u_{\mu}\right\rangle_{L_{2}(\Omega)}^{2} d \mu \\
& =\sum_{k=N+1}^{\infty} \sum_{i=1}^{\infty}\left\langle\tilde{v}_{k}, v_{i}\right\rangle_{L_{2}(\Omega)}^{2} \int_{\mathcal{P}}\left\|Q_{i}^{g} u_{\mu}\right\|^{2} d \mu \\
& =\sum_{k=N+1}^{\infty} \sum_{i=1}^{\infty} C_{i}^{g}\left\langle\tilde{v}_{k}, v_{i}\right\rangle_{L_{2}(\Omega)}^{2}=\sum_{i=1}^{\infty} C_{i}^{g} \sum_{k=N+1}^{\infty}\left\langle\tilde{v}_{k}, v_{i}\right\rangle_{L_{2}(\Omega)}^{2}
\end{aligned}
$$
\]

Now, set $b_{k}^{N}:=\sum_{j=1}^{N}\left\langle\tilde{v}_{j}, v_{k}\right\rangle_{L_{2}(\Omega)}^{2} ;$ then $0 \leq b_{k}^{N} \leq 1$ and by orthogonality $\sum_{k=1}^{\infty} b_{k}^{N}=$ $N$ as well as $b_{k}^{\infty}=1$. The assumption (3.4) yields

$$
\begin{aligned}
0 & \leq \sum_{k=1}^{N}\left(1-b_{k}^{N}\right)\left(C_{k}^{g}-C_{N+1}^{g}\right)=\sum_{k=1}^{N}\left(1-b_{k}^{N}\right) C_{k}^{g}-C_{N+1}^{g} \sum_{k=N+1}^{\infty} b_{k}^{N} \\
& \leq \sum_{k=1}^{N}\left(1-b_{k}^{N}\right) C_{k}^{g}-\sum_{k=N+1}^{\infty} b_{k}^{N} C_{k}^{g}=\sum_{k=1}^{N} C_{k}^{g}-\sum_{k=1}^{\infty} b_{k}^{N} C_{k}^{g}
\end{aligned}
$$

Again, since the orthogonal projection is the best approximation, we thus get

$$
\begin{aligned}
\operatorname{dist} & \left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\sum_{k=N+1}^{\infty} C_{k}^{g} \\
& \leq \sum_{k=N+1}^{\infty} C_{k}^{g}+\sum_{k=1}^{N} C_{k}^{g}-\sum_{k=1}^{\infty} b_{k}^{N} C_{k}^{g}=\sum_{k=1}^{\infty} C_{k}^{g}-\sum_{k=1}^{\infty} b_{k}^{N} C_{k}^{g}=\sum_{k=1}^{\infty}\left(1-b_{k}^{N}\right) C_{k}^{g} \\
& =\sum_{k=1}^{\infty}\left(b_{k}^{\infty}-b_{k}^{N}\right) C_{k}^{g}=\sum_{k=1}^{\infty} C_{k}^{g} \sum_{\ell=N+1}^{\infty}\left\langle\tilde{v}_{\ell}, v_{k}\right\rangle_{L_{2}(\Omega)}^{2}=\operatorname{dist}\left(\tilde{V}_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}
\end{aligned}
$$

i.e., $V_{N}^{g}$ is optimal in the sense of Kolmogorov.

Remark 3.5. As the proof shows, the optimality statement also holds if we replace the full sorting in (3.4) by $C_{j}^{g} \leq C_{k}^{g}$ for all $k \in\{1, \ldots, N\}$ and $j \geq N+1$.

Lemma 3.4 yields $L_{2}(\mathcal{P})$-optimal spaces $V_{N}^{g}$ for one-dimensional spaces $W_{k}^{g}:=$ $\operatorname{span}\left\{v_{k}\right\}$ as long as those spaces are appropriately sorted w.r.t. $g$. However, we cannot guarantee that subspaces $W_{k}^{g}$ are one-dimensional. However, as we shall see now, by adding an additional condition, the subspaces can be split into one-dimensional subspaces so that we still get the desired $L_{2}(\mathcal{P})$-optimality. The $L_{\infty}(\mathcal{P})$-optimality follows along with shift-isometry.
Corollary 3.6 (Optimality for shift-isometry). Let $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$ and $\mathcal{W}^{g}$ be a corresponding shift-isometric orthogonal decomposition of $L_{2}(\Omega)$ with $W_{k}^{g}=$
$\operatorname{span}\left\{w_{k, 1}, \ldots, w_{k, m_{k}}\right\}, \operatorname{dim}\left(W_{k}^{g}\right)=m_{k} \in \mathbb{N}, k \in \mathbb{N}$, spanned by orthonormal functions, such that the orthogonal projectors $Q_{k}^{g}: L_{2}(\Omega) \rightarrow W_{k}^{g}, Q_{k, i}^{g}: L_{2}(\Omega) \rightarrow \operatorname{span}\left\{w_{k, i}\right\}$, $i=1, \ldots, m_{k}$, satisfy a sorting condition (w.r.t. g) of the form

$$
\begin{align*}
\frac{1}{m_{k+1}}\left\|Q_{k+1}^{g} g\right\|_{L_{2}(\Omega)}^{2} \leq \frac{1}{m_{k}}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2} & \text { for all } k \in \mathbb{N},  \tag{3.5}\\
\int_{\mathcal{P}}\left\|Q_{k, i}^{g} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2} d \mu & =\frac{1}{m_{k}}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2}, \tag{3.6}
\end{align*} \quad \text { for all } i=1, \ldots, m_{k} \text { and } k \in \mathbb{N} .
$$

Then, $V_{N}^{g}$ defined by (3.2) satisfies $\delta_{N}(\mathcal{P})^{2}=\sum_{k=M(N)+1}^{\infty}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2}=d_{N}(\mathcal{P})^{2}$.
Proof. We start by recalling (3.3) in Proposition 3.3. Next, we verify the conditions of Lemma 3.4. To this end, we need to associate a monotonous sequence $\left\{C_{\ell}^{g}\right\}_{\ell \in \mathbb{N}} \subset \mathbb{R}^{+}$ to the one-dimensional spaces spanned by the functions $w_{k, i}$. This requires to assign an index $\ell \in \mathbb{N}$ to any index pair $(k, i), k \in \mathbb{N}, i=1, \ldots, m_{k}$. We do so by setting $\ell=\ell(k, i):=i+\sum_{j=1}^{k-1} m_{j}$. Then, we define $C_{\ell}^{g}=C_{\ell(k, i)}^{g}:=\int_{\mathcal{P}}\left\|Q_{k, i}^{g} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2} d \mu$, $\ell=1,2,3, \ldots$ and observe by (3.5) and (3.6) that $C_{1}^{g}=\cdots=C_{m_{1}}^{g} \geq C_{m_{1}+1}^{g}=\cdots=$ $C_{m_{1}+m_{2}}^{g} \geq C_{m_{1}+m_{2}+1}^{g}=\cdots$. Hence, the assumptions of Lemma 3.4 are satisfied, so that we can deduce $\delta_{N}(\mathcal{P})=\operatorname{dist}\left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}$. Finally, by $d \mu(\mathcal{P})=1$,

$$
d_{N}(\mathcal{P})^{2} \leq \operatorname{dist}\left(V_{N}^{g}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\sum_{k=M(N)+1}^{\infty}\left\|Q_{k}^{g} g\right\|_{L_{2}(\Omega)}^{2}=\delta_{N}(\mathcal{P})^{2} \leq d_{N}(\mathcal{P})^{2},
$$

which proves the assertion.
Remark 3.7. Constructing $V_{N}^{g}$ as in (3.2) implies that the dimension $N$ of $V_{N}^{g}$ is always given by $N=\sum_{k=1}^{M(N)} m_{k}$. Hence, probably, we do not get spaces $V_{N}^{g}$ for all $N \in \mathbb{N}$ in that way. However, we can extend $V_{N}^{g}$ by $\tilde{N}-N$ basis functions from $W_{M(N)+1}^{g}$ and get $\delta_{\tilde{N}}(\mathcal{P})$-optimal spaces $V_{\tilde{N}}^{g}$ for any $\mathbb{N} \ni \tilde{N}=\operatorname{dim}\left(V_{\tilde{N}}^{g}\right)$, loosing shiftisometry, however. We do not go into details here as a precise description requires significant technicalities.

## 4 N -widths for half-wave symmetric functions

We are now going to construct shift-isometric orthogonal decompositions for half-wave symmetric functions $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$ in terms of trigonometric functions. This will allow us to define spaces $W_{k}^{\mathrm{hws}} \subset L_{2}(\Omega)$ which have an additional property, namely they are shift-invariant, i.e., if $w \in W_{k}^{\mathrm{hws}}$, then $w(\cdot-\mu) \in W_{k}^{\mathrm{hws}}$ for all $\mu \in \mathcal{P}$. We will need to consider even and odd HWS functions separately.

## Even half-wave symmetric functions

Lemma 4.1. Let $k \in \mathbb{N}$, set $\varphi_{k, 1}^{\mathrm{evn}}(x):=\sqrt{2} \sin (2 k \pi x), \varphi_{k, 2}^{\mathrm{evn}}(x):=\sqrt{2} \cos (2 k \pi x)$, $x \in \Omega$ and $W_{k}^{\mathrm{evn}}:=\operatorname{span}\left\{\varphi_{k, 1}^{\mathrm{evn}}, \varphi_{k, 2}^{\mathrm{evn}}\right\}$. Then, $\left\{\varphi_{k, 1}^{\mathrm{evn}}, \varphi_{k, 2}^{\mathrm{evn}}\right\}$ is an orthonormal basis for $W_{k}^{\text {evn }}, \operatorname{dim}\left(W_{k}^{\text {evn }}\right)=2$ and the spaces are shift-invariant.

Proof. The statements concerning orthonormality and dimension are straightforward. Let $\mu \in \mathcal{P}$ and $x \in \Omega$, then $\varphi_{k, 1}^{\mathrm{evn}}(x-\mu)=\sqrt{2} \cos (2 k \pi \mu) \sin (2 k \pi x)-$ $\sqrt{2} \sin (2 k \pi \mu) \cos (2 k \pi x)=: a_{k, 1}(\mu) \varphi_{k, 1}^{\mathrm{evn}}(x)+a_{k, 2}(\mu) \varphi_{k, 2}^{\mathrm{evn}}(x)$, therefore $\varphi_{k, 1}^{\mathrm{evn}}(\cdot-\mu) \in$ $W_{k}^{\text {evn }}$. The same applies for $\varphi_{k, 2}^{\mathrm{evn}}$, which concludes the proof.

The simple proof shows that $W_{k}^{\text {evn }}=\{\alpha \sin (2 k \pi \cdot+\beta): \alpha, \beta \in \mathbb{R}\}$. For $k=0$, we set $W_{0}^{\text {even }}:=\operatorname{span}\left\{\chi_{[0,1)}\right\}, \operatorname{dim}\left(W_{0}^{\text {even }}\right)=1$, i.e., the constant functions.
Remark 4.2. The above definition is similar to Kolmogorov's paper in 1936 [1], where the best basis functions for all periodic $H^{r}(0,1)$-functions with $\left\|f^{(r)}\right\|_{L_{2}(0,1)} \leq 1$ is shown to be $\left\{1, \sqrt{2} \sin (2 \pi k x), \sqrt{2} \cos (2 \pi k x), k=1,2, \ldots, \frac{N-1}{2}\right\}$. For such classes of functions, Kolmogorov quantified a constant, which was later called Kolmogorov $N$-width in honor of his contributions and proved $d_{N}=(\pi N)^{-r}$.

## Odd half-wave symmetric functions

In a quite analogous manner, we get a similar result for the odd half-wave symmetric case. We skip the proof.
Lemma 4.3. Let $k \geq 1$, define $\varphi_{k, 1}^{\text {odd }}(x):=\sqrt{2} \sin ((2 k-1) \pi x)$, $\varphi_{k, 2}^{\text {odd }}(x):=$ $\sqrt{2} \cos ((2 k-1) \pi x), x \in \Omega$ and $W_{k}^{\text {odd }}:=\operatorname{span}\left\{\varphi_{k, 1}^{\text {odd }}, \varphi_{k, 2}^{\text {odd }}\right\}$. Then, $\left\{\varphi_{k, 1}^{\text {odd }}, \varphi_{k, 2}^{\text {odd }}\right\}$ is an orthonormal basis for $W_{k}^{\text {odd }}, \operatorname{dim}\left(W_{k}^{\text {odd }}\right)=2$ and the spaces are shift-invariant.

## Shift-isometric orthogonal decompositions

We shall now prove that the above construction yields shift-isometric orthogonal decompositions. It turns out that shift-isometry (Def. 3.1 (ii)) and half-wave symmetry allow us to use the same orthogonal decomposition of $L_{2}(\Omega)$ for all $L_{2}^{\text {evn }}$ - and $L_{2}^{\text {odd }}$-functions, respectively. We do not need $\mathcal{W}^{g}$ for each individual function $g \in L_{2}^{\mathrm{hws}}$. Lemma 4.4. (a) The family $\mathcal{W}^{\text {evn }}:=\left\{W_{k}^{\text {evn }}\right\}_{k \in \mathbb{N}_{0}}$ is a shift-isometric orthogonal decomposition of $L_{2}(\Omega)$ w.r.t. all $g \in L_{2}^{\text {evn }}$. (b) The family $\mathcal{W}^{\text {odd }}:=\left\{W_{k}^{\text {odd }}\right\}_{k \in \mathbb{N}}$ is a shift-isometric orthogonal decomposition of $L_{2}(\Omega)$ w.r.t. all $g \in L_{2}^{\text {odd }}$.

Proof. We restrict ourselves to the odd case since the even case is analogous. We start by considering some $g^{\text {odd }} \in L_{2}^{\text {odd }}$, which, by standard Fourier-type arguments, can be expressed also on $\Omega_{\mathcal{P}}$ in terms of $\varphi_{k}^{\text {odd }}:=\left\{2^{-1 / 2} \varphi_{k, 1}^{\text {odd }}, 2^{-1 / 2} \varphi_{k, 2}^{\text {odd }}: k \in \mathbb{N}\right\},{ }^{5}$ i.e., $g^{\text {odd }}=\sum_{\ell=1}^{\infty}\left(A_{\ell}^{\text {odd }} \varphi_{\ell, 1}^{\text {odd }}+B_{\ell}^{\text {odd }} \varphi_{\ell, 2}^{\text {odd }}\right),{ }^{6}$ where the expansion coefficients can be expressed as (recall the scaling)

$$
\begin{aligned}
A_{k}^{\text {odd }} & =2^{-1 / 2}\left\langle g^{\text {odd }}, 2^{-1 / 2} \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}\left(\Omega_{\mathcal{P}}\right)}=\frac{1}{2} \int_{-1}^{1} g^{\text {odd }}(x) \sqrt{2} \sin ((2 k-1) \pi x) d x \\
& =\frac{1}{2}\left\{\int_{-1}^{0}+\int_{0}^{1}\right\} g^{\text {odd }}(x) \sqrt{2} \sin ((2 k-1) \pi x) d x=\left\langle g^{\text {odd }}, \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}
\end{aligned}
$$

Here, we used a change of variables in the first integral and the fact that $g$ is an odd HWS function. In a completely analogous fashion, we get $B_{k}^{\text {odd }}=\left\langle g^{\text {odd }}, \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}$.

[^4]We use this expansion for the shifted function $g^{\text {odd }}(\cdot-\mu)$ on $\Omega$, namely

$$
\begin{equation*}
g^{\text {odd }}(\cdot-\mu)=\sum_{\ell=1}^{\infty}\left(A_{\ell}^{\text {odd }} \varphi_{\ell, 1}^{\text {odd }}(\cdot-\mu)+B_{\ell}^{\text {odd }} \varphi_{\ell, 2}^{\text {odd }}(\cdot-\mu)\right) . \tag{4.1}
\end{equation*}
$$

From this we can compute the orthogonal projection, namely

$$
\begin{equation*}
Q_{k}^{\text {odd }} g^{\text {odd }}(\cdot-\mu)=\left\langle g^{\text {odd }}(\cdot-\mu), \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)} \varphi_{k, 1}^{\text {odd }}+\left\langle g^{\text {odd }}(\cdot-\mu), \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)} \varphi_{k, 2}^{\text {odd }} \tag{4.2}
\end{equation*}
$$

Next, we insert (4.1) into (4.2) and use the following identities, which are easily verified

$$
\begin{align*}
\left\langle\varphi_{\ell, 1}^{\text {odd }}(\cdot-\mu), \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)} & =\left\langle\varphi_{\ell, 2}^{\text {odd }}(\cdot-\mu), \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}
\end{align*}=\cos ((2 k-1) \pi \mu) \delta_{\ell, k}, ~=\left\langle\varphi_{\ell, 2}^{\text {odd }}(\cdot-\mu), \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}=\left\langle\varphi_{\ell, 1}^{\text {odd }}(\cdot-\mu), \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}=\sin ((2 k-1) \pi \mu) \delta_{\ell, k},
$$

so that

$$
\begin{aligned}
Q_{k}^{\text {odd }} g^{\text {odd }}(\cdot-\mu)= & \left\langle A_{k}^{\text {odd }} \varphi_{k, 1}^{\text {odd }}(\cdot-\mu)+B_{k}^{\text {odd }} \varphi_{k, 2}^{\text {odd }}(\cdot-\mu), \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)} \varphi_{k, 1}^{\text {odd }} \\
& +\left\langle A_{k}^{\text {odd }} \varphi_{k, 1}^{\text {odd }}(\cdot-\mu)+B_{k}^{\text {odd }} \varphi_{k, 2}^{\text {odd }}(\cdot-\mu), \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)} \varphi_{k, 2}^{\text {odd }} \\
= & {\left[A_{k}^{\text {odd }} \cos ((2 k-1) \pi \mu)+B_{k}^{\text {odd }} \sin ((2 k-1) \pi \mu)\right] \varphi_{k, 1}^{\text {odd }} } \\
& +\left[-A_{k}^{\text {odd }} \sin ((2 k-1) \pi \mu)+B_{k}^{\text {odd }} \cos ((2 k-1) \pi \mu)\right] \varphi_{k, 2}^{\text {odd }} .
\end{aligned}
$$

Since $\left\{\varphi_{k, 1}^{\text {odd }}, \varphi_{k, 2}^{\text {odd }}\right\}$ is an ON-basis for $W_{k}^{\text {odd }}$, we get that $\left\|Q_{k}^{\text {odd }} g^{\text {odd }}(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2}=$ $\left(A_{k}^{\text {odd }}\right)^{2}+\left(B_{k}^{\text {odd }}\right)^{2}=\left\|Q_{k}^{\text {odd }} g^{\text {odd }}\right\|_{L_{2}(\Omega)}^{2}$, i.e., the projectors are shift-isometric. Considering (4.3) for $\mu=0$ shows that the spaces $W_{k}^{\text {odd }}$ are mutually orthogonal. Finally, $\operatorname{span}\left(\left\{\varphi_{k, 1}^{\text {odd }}, \varphi_{k, 2}^{\text {odd }}\right\}_{k \in \mathbb{N}}\right)$ is dense in $L_{2}(\Omega)$, so that $\mathcal{W}^{\text {odd }}$ is an orthogonal decomposition of $L_{2}(\Omega)$, which completes the proof.

The following result will be needed later in order to balance the dimensions for the optimal spaces in the sense of Kolmogorov in the even and odd HWS case.
Lemma 4.5. For the orthogonal projectors $Q_{k, i}^{\mathrm{evn}}: L_{2}(\Omega) \rightarrow \operatorname{span}\left\{\varphi_{k, i}^{\mathrm{evn}}\right\}$ and $Q_{k, i}^{\text {odd }}$ : $L_{2}(\Omega) \rightarrow \operatorname{span}\left\{\varphi_{k, i}^{\text {odd }}\right\}, i=1,2, k \in \mathbb{N}$, we have for all $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$

$$
\begin{aligned}
& \int_{\mathcal{P}}\left\|Q_{k, i}^{\mathrm{evn}} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2} d \mu=\frac{1}{2}\left\|Q_{k}^{\mathrm{evn}} g\right\|_{L_{2}(\Omega)}^{2} \\
& \int_{\mathcal{P}}\left\|Q_{k, i}^{\text {odd }} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2} d \mu=\frac{1}{2}\left\|Q_{k}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}
\end{aligned}
$$

Proof. As above, we only give the proof for the second identity, i.e., the odd HWS case. Recalling (4.3), we have for $i=1$ the identity $Q_{k, 1}^{\text {odd }} g(\cdot-\mu)=\left[A_{k}^{\text {odd }} \cos ((2 k-\right.$ 1) $\left.\pi \mu)+B_{k}^{\text {odd }} \sin ((2 k-1) \pi \mu)\right] \varphi_{k, 1}^{\text {odd }}$, so that

$$
\int_{\mathcal{P}}\left\|Q_{k, 1}^{\text {odd }} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2} d \mu=\int_{0}^{1}\left[A_{k}^{\text {odd }} \cos ((2 k-1) \pi \mu)+B_{k}^{\text {odd }} \sin ((2 k-1) \pi \mu)\right]^{2} d \mu
$$

$$
\begin{aligned}
& =\int_{0}^{1}\left[A_{k}^{\text {odd }} \frac{1}{\sqrt{2}} \varphi_{k, 2}^{\text {odd }}(\mu)+B_{k}^{\text {odd }} \frac{1}{\sqrt{2}} \varphi_{k, 1}^{\text {odd }}(\mu)\right]^{2} d \mu=\frac{1}{2}\left(\left(A_{k}^{\text {odd }}\right)^{2}+\left(B_{k}^{\text {odd }}\right)^{2}\right) \\
& =\frac{1}{2}\left\|Q_{k}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}
\end{aligned}
$$

since $\sqrt{2} \sin ((2 k-1) \pi \mu), \sqrt{2} \cos ((2 k-1) \pi \mu)$ are orthonormal in $L_{2}(\mathcal{P})$. The other case is similar.

### 4.1 Optimal $N$-term approximation for half-wave symmetric functions

We are now in position to identify the spaces which are optimal in the sense of Kolmogorov. It turns out that we need to distinguish between even and odd HWS functions. Unfortunately, this requires some technicalities since the even case involves the one-dimensional space $W_{0}^{\text {evn }}$ and all other $W_{k}^{\text {evn }}, k \geq 1$, are two-dimensional, whereas all odd HWS spaces $W_{k}^{\text {odd }}, k \geq 1$, are of dimension two. As before, the optimal space requires a sorting, which depends on the given function $g^{7}$ and will be done by permutations $\sigma^{g}$.
Corollary 4.6 (Optimal basis by sorting). Let $\mathcal{W}^{\text {hws }}$ be a shift-isometric orthogonal decomposition according to Lemma 4.4 and $g \in L_{2}^{\mathrm{hws}}$. We assume that the spaces are ordered w.r.t. g, i.e.,

$$
\begin{array}{ll}
\frac{\left\|Q_{\sigma^{g}(k+1)-1}^{\mathrm{evn}} g\right\|_{L_{2}(\Omega)}^{2}}{\min \left(2, \sigma^{g}(k+1)\right)} \leq \frac{\left\|Q_{\sigma^{g}(k)-1}^{\mathrm{evn}} g\right\|_{L_{2}(\Omega)}^{2}}{\min \left(2, \sigma^{g}(k)\right)}, k \in \mathbb{N}, & \text { if } g \in L_{2}^{\mathrm{evn}} \\
\frac{1}{2}\left\|Q_{\sigma^{g}(k+1)}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2} \leq \frac{1}{2}\left\|Q_{\sigma^{g}(k)}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}, k \in \mathbb{N}, & \text { if } g \in L_{2}^{\mathrm{odd}}
\end{array}
$$

where $\sigma^{g}: \mathbb{N} \rightarrow \mathbb{N}$ is a permutation. As in (3.2), define $V_{N}^{g}$ as the direct sum of the first $M(N)$ spaces $W_{\sigma g(k)-1}^{\mathrm{evn}}, W_{\sigma^{g}(k)}^{\text {odd }}$ such that $\operatorname{dim}\left(V_{N}^{g}\right)=N$. Then,

$$
\delta_{N}(\mathcal{P})^{2}=d_{N}(\mathcal{P})^{2}=\sum_{k=M(N)+1}^{\infty} \begin{cases}\left\|Q_{\sigma^{g}(k)-1}^{\mathrm{evn}} g\right\|_{L_{2}(\Omega)}^{2}, & \text { if } g \in L_{2}^{\mathrm{evn}} \\ \left\|Q_{\sigma^{g}(k)}^{\mathrm{odd}} g\right\|_{L_{2}(\Omega)}^{2}, & \text { if } g \in L_{2}^{\mathrm{odd}}\end{cases}
$$

Proof. Use Lemma 4.4 and Lemma 4.5 applied to Corollary 3.6.
As mentioned in Remark 3.7, we can extend spaces $V_{N}^{g}$ as constructed here by optimal sorting by additional basis functions from $W_{M(N)+1}^{g}$ to construct spaces $V_{\tilde{N}}^{g}$ for any $\tilde{N}$. We do not go into (the quite technical) details here.
Example 4.7 (Discontinuous jump). We detail the example already investigated in [20], where $d_{N}(\mathcal{P}) \geq \frac{1}{2} N^{-1 / 2}$ was shown for discontinuous initial and boundary conditions, i.e., $g=-\chi_{[-1,0)}+\chi_{[0,1]}$, which is easily seen to be odd HWS. Since $\left\langle g, \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}=\frac{2 \sqrt{2}}{(2 k-1) \pi}$ and $\left\langle g, \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}=0$, we have $\left\|Q_{k}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}=\frac{8}{(2 k-1)^{2} \pi^{2}} \geq$ $\frac{8}{(2 k+1)^{2} \pi^{2}}=\left\|Q_{k+1}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}$, so that the assumptions of Corollary 4.6 hold without

[^5]additional sorting. Hence, we get an exact representation of the $N$-width by
\[

$$
\begin{align*}
& \delta_{N}(\mathcal{P})^{2}=\sum_{k=N+1}^{\infty} \frac{1}{2}\left\|Q_{M(k)}^{\mathrm{odd}} g\right\|_{L_{2}(\Omega)}^{2}=\frac{1}{2} \sum_{k=N+1}^{\infty}\left\|Q_{\left\lfloor\frac{k+1}{2}\right\rfloor}^{\mathrm{odd}} g\right\|_{L_{2}(\Omega)}^{2} \\
& \quad=\frac{4}{\pi^{2}} \sum_{k=N+1}^{\infty}\left(2\left\lfloor\frac{k+1}{2}\right\rfloor-1\right)^{-2}=\frac{1}{\pi^{2}} \Psi^{(1)}\left(\left\lfloor\frac{N}{2}\right\rfloor+\frac{1}{2}\right)+\frac{1}{\pi^{2}} \Psi^{(1)}\left(\left\lfloor\frac{N+1}{2}\right\rfloor+\frac{1}{2}\right), \tag{4.4}
\end{align*}
$$
\]

where $\Psi^{(1)}(\cdot)$ is the first derivative of the Digamma function $\Psi(\cdot)$. Moreover, for even $N$, we have $\delta_{N}(\mathcal{P})=d_{N}(\mathcal{P})$.

### 4.2 Quasi-optimality

Hence, as a preparation for our subsequent analysis (see Theorem 5.3 below), we are now going to bound these norms.
Lemma 4.8. With the definitions of $\mathcal{W}^{\text {evn }}$ in Lemma 4.1 and $\mathcal{W}^{\text {odd }}$ in Lemma 4.3 (without sorting) we have for all $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)^{8}$ the estimates for all $k \in \mathbb{N}$

$$
\left\|Q_{k}^{\mathrm{evn}} g\right\|_{L_{2}(\Omega)} \leq \frac{2}{k \pi}\|g\|_{L_{2}(\Omega)}, \quad\left\|Q_{k}^{\mathrm{odd}} g\right\|_{L_{2}(\Omega)} \leq \frac{4}{(2 k-1) \pi}\|g\|_{L_{2}(\Omega)}
$$

Proof. Again, we shall only give the proof for the decomposition $\mathcal{W}^{\text {odd }}$, but it works the same way for $\mathcal{W}^{\mathrm{evn}}$. We express $g_{\mid \Omega} \in L_{2}(\Omega)$ as limit of step functions, namely $g=\lim _{k \rightarrow \infty} g_{n},{ }^{9}$ where $g_{n}$ is a step function piecewise defined as $g_{n}(x) \equiv g_{n, i}:=$ $\int_{I_{n, i}} g(y) d y$ for $x \in I_{n, i}$ and $I_{n, i}=\left[\frac{i-1}{n}, \frac{i}{n}\right)$, so that $\cup_{i=1}^{n} \bar{I}_{n, i}=[0,1]$. The Fourier coefficients of $g_{n}$ converge towards those of $g \in L_{2}(\Omega)$, i.e., adopting the above notion of $A_{k}$ and $B_{k}$, the Dominated Convergence Theorem yields

$$
\begin{aligned}
A_{k} & :=\left\langle g, \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}=\lim _{n \rightarrow \infty}\left\langle g_{n}, \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}=\sqrt{2} \lim _{n \rightarrow \infty} \sum_{i=1}^{n} g_{n, i} \int_{I_{n, i}} \sin ((2 k-1) \pi x) d x \\
& =\sqrt{2} \lim _{n \rightarrow \infty} \sum_{i=1}^{n} g_{n, i} \frac{-\cos \left((2 k-1) \pi \frac{i}{n}\right)+\cos \left((2 k-1) \pi \frac{i-1}{n}\right)}{(2 k-1) \pi} \\
& \leq \frac{2 \sqrt{2}}{(2 k-1) \pi} \lim _{n \rightarrow \infty} \sum_{i=1}^{n}\left|g_{n, i}\right|=\frac{\sqrt{8}}{(2 k-1) \pi}\|g\|_{L_{1}(\Omega)} \leq \frac{\sqrt{8}}{(2 k-1) \pi}\|g\|_{L_{2}(\Omega)} .
\end{aligned}
$$

We can estimate $B_{k}:=\left\langle g, \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}$ in a similar manner. Finally, we recall that $\left\|Q_{k}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}=A_{k}^{2}+B_{k}^{2}$, which yields the desired estimate.

Remark 4.9. Even though we do not have a proof yet, we conjecture that $\left\|Q_{k}^{\mathrm{hws}} u_{\mu}\right\|_{L_{2}(\Omega)}=\Theta\left(k^{-(r+1)}\right)$ for $g \in H^{r}\left(\Omega_{\mathcal{P}}\right) \backslash H^{r+1}\left(\Omega_{\mathcal{P}}\right)$, which would mean that the above estimates are in fact sharp. This is also backed by our numerical experiments

[^6]${ }^{9}$ The limit is taken in $L_{2}(\Omega)$.
in Section \%. If this conjecture holds true, one can show that quasi-optimal spaces give rise to the same rate as the optimal ones involving sorting. Hence, one can avoid sorting which we will do from now one, i.e., we choose $\sigma^{g}$ as the identity.

Recalling the above settings, we need to distinguish not only between even and odd HWS functions, but also between even and odd dimensions. For convenience, we summarize the construction in a definition.
Definition 4.10. Let $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$ and $N \in \mathbb{N}$.

1. If $g \in L_{2}^{\mathrm{evn}}, M=\left\lfloor\frac{N}{2}\right\rfloor$, then set
(a) $V_{N}:=\operatorname{span}\left\{\chi_{[0,1)}, \varphi_{1,1}^{\text {odd }}, \varphi_{1,2}^{\text {odd }}, \ldots, \varphi_{M, 1}^{\text {odd }}, \varphi_{M, 2}^{\text {odd }}\right\}$, if $N=2 M+1$ is odd;
(b) $V_{N}:=\operatorname{span}\left\{\chi_{[0,1)}, \varphi_{1,1}^{\text {odd }}, \varphi_{1,2}^{\text {odd }}, \ldots, \varphi_{M-1,1}^{\text {odd }}, \varphi_{M, 1}^{\text {odd }}\right\}$, if $N=2 M$ is even;
2. if $g \in L_{2}^{\text {odd }}, M=\left\lfloor\frac{N+1}{2}\right\rfloor$, then set
(a) $V_{N}:=\operatorname{span}\left\{\varphi_{1,1}^{\mathrm{evn}}, \varphi_{1,2}^{\mathrm{evn}}, \ldots, \varphi_{M-1,2}^{\mathrm{evn}}, \varphi_{M, 1}^{\mathrm{evn}}, \varphi_{M, 2}^{\mathrm{evn}}\right\}$, if $N=2 M$ is even;
(b) $V_{N}:=\operatorname{span}\left\{\varphi_{1,1}^{\text {evn }}, \varphi_{1,2}^{\text {evn }}, \ldots, \varphi_{M-1,1}^{\text {evn }}, \varphi_{M-1,2}^{\text {evn }}, \varphi_{M, 1}^{\text {evn }}\right\}$, if $N=2 M-1$ is odd.

Note that $V_{N}$ is independent of the specific form of $g$, there is no sorting.
In all cases, we have $\operatorname{dim}\left(V_{N}\right)=N$. We use these spaces as candidates for optimal spaces in the sense of Kolmogorov and now relate the distance to the $N$-width.
Theorem 4.11. Let $g \in L_{2}\left(\Omega_{\mathcal{P}}\right), \mathcal{U}_{g}(\mathcal{P})=\{g(\cdot-\mu): \mu \in \mathcal{P}\}$ and construct $V_{N}$ according to Definition 3.4 for $M=M(N)$. Then,

1. $\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\frac{1}{2} \sum_{k=N+1}^{\infty}\left\|Q_{\left\lfloor\frac{k}{2}\right\rfloor}^{\text {evn }} g\right\|_{L_{2}(\Omega)}^{2}$, if $g \in L_{2}^{\text {evn }}$;
2. $\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\frac{1}{2} \sum_{k=N+1}^{\infty}\left\|Q_{\left\lfloor\frac{k+1}{2}\right\rfloor}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}$, if $g \in L_{2}^{\text {odd }}$.

Proof. The assertion follows from the fact that $\mathcal{W}$ is a shift-isometric orthogonal decomposition in the respective space $L_{2}^{\text {evn }}$ and $L_{2}^{\text {odd }}$ (Lemma 4.4), the formula for the distances (Proposition 3.3) and the formula for the norms of the projections in Lemma 4.5.

### 4.3 Non-half-wave symmetric functions

Our results can also be extended to non-half-wave symmetric functions. However, we were only able to derive an estimate for the $N$-width and not a representation as before. Recall from $\S 2.3$ that any $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$ has a unique decomposition $g=g^{\text {evn }}+g^{\text {odd }}$ into its even and odd HWS part.
Corollary 4.12. Let $N \in \mathbb{N}$ and $g \in L_{2}\left(\Omega_{\mathcal{P}}\right)$. Then,

$$
\delta_{N}(\mathcal{P})^{2} \leq d_{N}(\mathcal{P})^{2} \leq \frac{1}{2} \sum_{k=N+1}^{\infty}\left(\left\|Q_{\left\lfloor\frac{k}{2}\right\rfloor}^{\mathrm{evn}} g^{\mathrm{evn}}\right\|_{L_{2}(\Omega)}^{2}+\left\|Q_{\left\lfloor\frac{k+1}{2}\right\rfloor}^{\mathrm{odd}} g^{\text {odd }}\right\|_{L_{2}(\Omega)}^{2}\right)
$$

Proof. Let $g=g^{\text {evn }}+g^{\text {odd }}$, with $g^{\text {evn }} \in L_{2}^{\text {evn }}, g^{\text {odd }} \in L_{2}^{\text {odd }}$, be uniquely decomposed. We set $\mathcal{U}_{g}^{\text {evn }}(\mathcal{P}):=\left\{g^{\text {evn }}(\cdot-\mu): \mu \in \mathcal{P}\right\}$ and $\mathcal{U}_{g}^{\text {odd }}(\mathcal{P}):=\left\{g^{\text {odd }}(\cdot-\mu): \mu \in \mathcal{P}\right\}$. Then, $\mathcal{U}_{g}(\mathcal{P})=\left\{\left[g^{\text {odd }}+g^{\text {evn }}\right](\cdot-\mu): \mu \in \mathcal{P}\right\}$, so that $\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)} \leq$ $\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}^{\text {evn }}(\mathcal{P})_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}+\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}^{\text {odd }}(\mathcal{P})_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}\right.\right.$. For a fixed $N \in \mathbb{N}$, denote by $V_{N}^{\text {evn }}$ the space defined in part (1) and by $V_{N}^{\text {odd }}$ the space in part (2) of Definition
4.10. Then,

$$
\begin{aligned}
& d_{N}(\mathcal{P})=\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}} \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)} \\
& \leq \inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}}^{\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}^{\text {odd }}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}+\inf _{\substack{V_{N} \subset L_{2}(\Omega) \\
\operatorname{dim}\left(V_{N}\right)=N}} \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}^{\text {evn }}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}} \\
& \leq \operatorname{dist}\left(V_{N}^{\text {evn }}, \mathcal{U}_{g}^{\text {evn }}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}+\operatorname{dist}\left(V_{N}^{\text {odd }}, \mathcal{U}_{g}^{\text {odd }}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)},
\end{aligned}
$$

so that Theorem 4.11 proves the claim.

## 5 The effect of smoothness on the $N$-width

So far, we did not use any specific properties of the function $g$ modeling initial and boundary values of the linear transport equation. In this section, we shall investigate the influence of the regularity to the decay of the $N$-width. In particular, we use the above exact representation to derive formulae for the decay of the $N$-width.

### 5.1 Finite regularity

Let $g \in H^{r}\left(\Omega_{\mathcal{P}}\right)^{10}, r \in \mathbb{N}_{0}$, be either even or odd HWS. Then, all weak derivatives $g^{(j)} \in H^{r-j}\left(\Omega_{\mathcal{P}}\right), j=1, \ldots, r$, are HWS of the same type. We express $g^{(r)}=$ $\sum_{k=1}^{\infty} Q_{k} g^{(r)}$, where $Q_{k}$ is either $Q_{k}^{\text {evn }}$ or $Q_{k}^{\text {odd }}$ depending on the half-wave symmetry of $g^{(r)}$. Hence, in order to determine the $N$-width, we estimate the norms of the projectors. We consider the shift-isometric orthogonal decomposition without additional sorting.
Theorem 5.1. Let $g \in H^{r}\left(\Omega_{\mathcal{P}}\right), k \in \mathbb{N}$, then

$$
\begin{align*}
& \left\|Q_{k}^{\mathrm{evn}} g\right\|_{L_{2}(\Omega)}=\left[\frac{1}{2 k \pi}\right]^{r}\left\|Q_{k}^{\mathrm{evn}} g^{(r)}\right\|_{L_{2}(\Omega)} \leq 4\left[\frac{1}{2 k \pi}\right]^{r+1}\left\|g^{(r)}\right\|_{L_{2}(\Omega)}, \text { if } g \in L_{2}^{\text {evn }},  \tag{5.1}\\
& \left\|Q_{k}^{\text {odd }} g\right\|_{L_{2}(\Omega)}=\left[\frac{1}{(2 k-1) \pi}\right]^{r}\left\|Q_{k}^{\text {odd }} g^{(r)}\right\|_{L_{2}(\Omega)} \leq 4\left[\frac{1}{(2 k-1) \pi}\right]^{r+1}\left\|g^{(r)}\right\|_{L_{2}(\Omega)}, \text { if } g \in L_{2}^{\text {odd }} \tag{5.2}
\end{align*}
$$

Proof. Again, we only prove the odd HWS case, i.e., we show (5.2), since (5.1) can be proven completely analogously. We recall the definition of the Fourier coefficients in Lemma 4.8, i.e., $A_{k}=\left\langle g, \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}$ and $B_{k}=\left\langle g, \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}$, so that $\left\|Q_{k}^{\text {odd }} g\right\|_{L_{2}(\Omega)}^{2}=$ $A_{k}^{2}+B_{k}^{2}$. Then, using integration by parts, we get

$$
\begin{aligned}
& A_{k}=(-1)^{\left\lfloor\frac{r+1}{2}\right\rfloor}\left(\frac{(-1)}{(2 k-1) \pi}\right)^{r}\left\{\begin{array}{l}
\left\langle g^{(r)}, \varphi_{k, 1}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}, \text { if } r \text { odd, }, \\
\left\langle g^{(r)}, \varphi_{k, 2}^{\text {odd }}\right\rangle_{L_{2}(\Omega)}, \text { if } r \text { even, },
\end{array}\right. \\
& B_{k}=(-1)^{\left\lfloor\frac{r}{2}\right\rfloor}\left(\frac{(-1)}{(2 k-1) \pi}\right)^{r}\left\{\begin{array}{l}
\left\langle g^{(r)}, \varphi_{k, 2}^{\text {odd }\rangle_{L_{2}(\Omega)},} \text { if } r\right. \text { odd, } \\
\left\langle g^{(r)}, \varphi_{k, 1}^{\text {odd }\rangle_{L_{2}(\Omega)},} \text { if } r\right. \text { even. }
\end{array}\right.
\end{aligned}
$$

[^7]Thus, $A_{k}^{2}+B_{k}^{2}=((2 k-1) \pi)^{-2 r}\left\|Q_{k}^{\text {odd }} g^{(r)}\right\|_{L_{2}(\Omega)}^{2}$, which proves the first equality in (5.2) and the inequality follows from Lemma 4.8.

Remark 5.2 (No sorting required). We recall Remark 3.5, where the monotonicity requirement for $C_{k}^{g}:=\int_{\mathcal{P}}\left\|Q_{v_{k}} g(\cdot-\mu)\right\|_{L_{2}(\Omega)}^{2} d \mu$ in Lemma 3.4 was weakened, i.e., we only need $C_{k}^{g} \geq C_{\ell}^{g}$ for $k \in\{1, \ldots, N\}, \ell \geq N+1$. Using Remark 4.9, (5.1) and (5.2), one can show that $C_{k}^{g}>C_{\ell}^{g}$ for $\ell>(2 \pi)^{-1}\left(4\left\|g^{(r)}\right\|_{L_{2}(\Omega)} / C_{k}^{g}\right)^{1 /(r+1)}$. Therefore, the spaces $V_{N}$ are quasi-optimal without sorting.
Theorem 5.3. Let $g \in H^{r}\left(\Omega_{\mathcal{P}}\right) \cap L_{2}^{\mathrm{hws}}, r \in \mathbb{N}_{0}$, such that $g^{(r)}$ is either even or odd $H W S$ : For the spaces $V_{N}$ constructed in Definition 4.10 we then have

$$
\delta_{N}(\mathcal{P}) \leq d_{N}(\mathcal{P}) \leq \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)} \leq \frac{4}{\pi^{r+1}}\left\|g^{(r)}\right\|_{L_{2}(\Omega)} N^{-(r+1 / 2)}
$$

Proof. We just detail the odd HWS case. From Theorems 4.11 and 5.1 we get

$$
\begin{aligned}
& \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\frac{1}{2} \sum_{k=N+1}^{\infty}\left\|Q_{\left\lfloor\frac{k+1}{2}\right\rfloor}^{\mathrm{odd}} g\right\|_{L_{2}(\Omega)}^{2} \\
& \left.\quad \leq 8\left\|g^{(r)}\right\|_{L_{2}(\Omega)}^{2} \sum_{k=N+1}^{\infty}\left(2\left\lfloor\frac{k+1}{2}\right\rfloor-1\right) \pi\right)^{-2 r-2} \leq 8\left\|g^{(r)}\right\|_{L_{2}(\Omega)}^{2} \sum_{k=N+1}^{\infty}((k-1) \pi)^{-2 r-2} \\
& \quad=\frac{16\left\|g^{(r)}\right\|_{L_{2}(\Omega)}^{2}}{\pi^{2 r+2}} \sum_{k=N}^{\infty} \frac{k^{-2 r-2}}{2} \leq \frac{16\left\|g^{(r)}\right\|_{L_{2}(\Omega)}^{2}}{\pi^{2 r+2}} \sum_{k=N}^{\infty}\left(k^{-2 r-1}-(k+1)^{-2 r-1}\right) \\
& \quad=\frac{16\left\|g^{(r)}\right\|_{L_{2}(\Omega)}^{2}}{\pi^{2 r+2}} N^{-(2 r+1)},
\end{aligned}
$$

which proves the claim.
Remark 5.4. The $N$-width for $H^{r}$-functions was already investigated by Kolmogoroff [1] and Pinkus [2] and is known to be of order $\mathcal{O}\left(N^{-r}\right)$. Since $\mathcal{U}_{g}(\mathcal{P}) \subset H^{r}$, the result in [2] can be used as an upper bound. However, Theorem 5.3 results in a slightly improved rate $\mathcal{O}\left(N^{-r-1 / 2}\right)$. We conjecture that this is even sharp, but we did not prove it here. It is remarkable that the error for approximating $\mathcal{U}_{g}(\mathcal{P})$ is only by a factor $N^{-1 / 2}$ smaller than the error for the full space $H^{r}$.
Remark 5.5. Theorem 5.3 can also be extended to functions that are not halfwave symmetric by using Corollary 4.12. Since this is a straightforward extension of Theorem 5.3, we do not detail this.

### 5.2 Infinite regularity

It is known that smooth dependency yields exponential decay of the $N$-width, see e.g. $[18,20]$. We can now detail the dependency of the rate w.r.t. the involved parameters by applying Theorem 5.1 in the limit case $r \rightarrow \infty$ for $g \in H^{\infty}$. It turns out that we need some complex analysis in this case.

Proposition 5.6. Let $g \in H^{\infty}\left(\Omega_{\mathcal{P}}\right) \cap L_{2}^{\text {hws }}$ with a complex analytic extension $\bar{g}: \mathcal{B}_{1}(0) \rightarrow \mathbb{C}^{11}, \bar{g}_{\mid \Omega_{\mathcal{P}}}=g$ and $V_{N}$ defined by Definition 4.10. Then, there exists a constants $C=C(g)>0$ such that $\delta_{N}(\mathcal{P}) \leq d_{N}(\mathcal{P}) \leq \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}(\mathcal{P})} \leq C K d^{-N}$, where $d=\frac{\pi e}{2} \approx 4.27$ and $K=\sqrt{\frac{32 e}{\pi}} \approx 5.26$.

Proof. We consider the holomorphic extension $\bar{g}$ in $\mathcal{B}_{1}(0) \supset(-1,1)$. Let $x \in$ $(-0.5,0.5)$, i.e., $\mathcal{B}_{0.5}(x) \subset \mathcal{B}_{1}(0)$. Cauchy's integral formula gives $\left|g^{(r)}(x)\right| \leq$ $r!2^{r} \max _{z \in \partial \mathcal{B}_{0.5}(x)}|g(z)| \leq C r!2^{r}$, where $C:=\max _{z \in \mathcal{B}_{1}(0)}|g(z)|$, [26]. By halfwave symmetry, we get $\left\|g^{(r)}\right\|_{L_{2}(\Omega)}=\left\|g^{(r)}\right\|_{L_{2}(-0.5,0.5)} \leq C r!2^{r}$. Then, $d_{N}(\mathcal{P}) \leq$ $\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}(\mathcal{P})} \leq \frac{4 C}{\pi}\left(\frac{2}{\pi}\right)^{N} N!N^{-N-1 / 2}$ follows by Theorem 5.3. Using Stirling's approximation $N!<\sqrt{2 \pi e N}(N / e)^{N}$ for the factorial gives the desired result.

## 6 Exact decay for piecewise functions

So far, we derived upper bounds for the decay of the $N$-widths for certain classes of functions. In this section, we investigate exact formula for the decay as well as lower bounds. As we shall see, the above estimates are in fact sharp in the sense that we are going to construct specific functions $g \in H^{r}\left(\Omega_{\mathcal{P}}\right) \backslash H^{r+1}\left(\Omega_{\mathcal{P}}\right)$, for which lower bounds can be proven. These functions are such that $g^{(r)}=-\chi_{[-1,0)}+\chi_{[0,1]}$, i.e., the jump function considered in Example 4.7. This is done in a recursive manner by setting $g_{0, \text { left }}:=-1, g_{0, \text { right }}:=1$ and $L_{2}\left(\Omega_{\mathcal{P}}\right) \ni g_{0}:=g_{0, \text { left }} \chi_{[-1,0)}+g_{0, \text { right }} \chi_{[0,1]}$. Then, for $r=1,2,3, \ldots$, we set

$$
\begin{align*}
g_{r} & :=g_{r, \text { left }} \chi_{[-1,0)}+g_{r, \text { right }} \chi_{[0,1]}, \text { where }  \tag{6.1a}\\
g_{r, \text { left }}(x) & :=-\int_{x}^{0} g_{r-1, \text { left }}(y) d y-\frac{1}{2} \int_{0}^{1} g_{r-1, \text { right }}(y) d y, \quad x \in[-1,0),  \tag{6.1b}\\
g_{r, \text { right }}(x) & :=\int_{0}^{x} g_{r-1, \text { right }}(y) d y-\frac{1}{2} \int_{0}^{1} g_{r-1, \text { right }}(y) d y, \quad x \in[0,1] . \tag{6.1c}
\end{align*}
$$

It is easily seen that

$$
g_{1}(x)=\left\{\begin{array}{ll}
-x-\frac{1}{2}, & x \in[-1,0), \\
x-\frac{1}{2}, & x \in[0,1],
\end{array} \quad g_{2}(x)= \begin{cases}-\frac{1}{2} x^{2}-\frac{1}{2} x, & x \in[-1,0), \\
\frac{1}{2} x^{2}-\frac{1}{2} x, & x \in[0,1] .\end{cases}\right.
$$

Lemma 6.1. Let $r \in \mathbb{N}_{0}$ and $g_{r}$ as defined in (6.1). Then, $g_{r} \in H^{r}\left(\Omega_{\mathcal{P}}\right)$ is odd HWS, $g_{r}^{(r)}=g_{0}=-\chi_{[-1,0)}+\chi_{[0,1]}$ and

$$
\begin{equation*}
\left\|Q_{k}^{\text {odd }} g_{r}\right\|_{L_{2}(\Omega)}=\sqrt{8}((2 k-1) \pi)^{-(r+1)} \tag{6.2}
\end{equation*}
$$

[^8]Proof. The recursive definition immediately implies that $g_{r} \in H^{r}\left(\Omega_{\mathcal{P}}\right)$. Moreover, $g_{0} \in L_{2}^{\text {odd }}$. Assuming that $g_{r-1} \in L_{2}^{\text {odd }}$ for $r \in \mathbb{N}$, we get for any $0<\varepsilon<1$

$$
\begin{aligned}
-g_{r}(-\varepsilon) & =\int_{-\varepsilon}^{0} g_{r-1, \text { left }}(y) d y+\frac{1}{2} \int_{0}^{1} g_{r-1, \text { right }}(y) d y \\
& =-\int_{-\varepsilon}^{0} g_{r-1, \text { right }}(1+y) d y+\int_{0}^{1} g_{r-1, \mathrm{right}}(y) d y-\frac{1}{2} \int_{0}^{1} g_{r-1, \mathrm{right}}(y) d y \\
& =-\int_{1-\varepsilon}^{1} g_{r-1, \mathrm{right}}(y) d y+\int_{0}^{1} g_{r-1, \mathrm{right}}(y) d y-\frac{1}{2} \int_{0}^{1} g_{r-1, \mathrm{right}}(y) d y \\
& =\int_{0}^{1-\epsilon} g_{r-1, \mathrm{right}}(y) d y-\frac{1}{2} \int_{0}^{1} g_{r-1, \mathrm{right}}(y) d y=g_{r}(1-\varepsilon)
\end{aligned}
$$

so that $g_{r} \in L_{2}^{\text {odd }}$ by induction. Finally, Theorem 5.1 and Example 4.7 yields

$$
\left\|Q_{k}^{\text {odd }} g_{r}\right\|_{L_{2}(\Omega)}=((2 k-1) \pi)^{-r}\left\|Q_{k}^{\text {odd }} g_{r}^{(r)}\right\|_{L_{2}(\Omega)}=\sqrt{8}((2 k-1) \pi)^{-(r+1)}
$$

which proves (6.2) and finishes the proof.
Theorem 6.2. Let $r \in \mathbb{N}_{0}$ and $V_{N}$ by Definition 4.10 for $g=g_{r}$ odd HWS. Then,

$$
\delta_{N}(\mathcal{P})^{2}=\sum_{k=N+1}^{\infty} \frac{4}{\left(\left(2\left\lfloor\frac{k+1}{2}\right\rfloor-1\right) \pi\right)^{2 r+2}}
$$

and, for even $N$, we have $\delta_{N}(\mathcal{P})=d_{N}(\mathcal{P})=\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}$. Moreover $\frac{2}{(2 r+1)^{1 / 2} \pi^{r+1}}(N+1)^{-(2 r+1) / 2} \leq \delta_{N}(\mathcal{P}) \leq \frac{\sqrt{8}}{\pi^{r+1}} N^{-(2 r+1) / 2}$ for all $N \in \mathbb{N}$.

Proof. The representation follows with Lemma 6.1 in combination with Theorem 4.11. It remains to prove the bounds. To prove the bounds, we deduce that

$$
\begin{aligned}
& \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\sum_{k=N+1}^{\infty} 4\left(\frac{1}{\left(2\left\lfloor\frac{k+1}{2}\right\rfloor-1\right) \pi}\right)^{2 r+2} \\
& \left\{\begin{aligned}
\leq \frac{4}{\pi^{2 r+2}} \sum_{k=N+1}^{\infty}\left(\frac{1}{k-1}\right)^{2 r+2} & \leq \frac{8}{\pi^{2 r+2}} N^{-(2 r+1)}, \\
\geq \frac{4}{\pi^{2 r+2}(2 r+1)} \sum_{k=N+1}^{\infty}\left(\frac{2 r+1}{\left.k^{2 r+2}\right)}\right. & \geq \frac{4}{\pi^{2 r+2}(2 r+1)} \sum_{k=N+1}^{\infty} \frac{1}{k^{2 r+2}} \frac{\sum_{i=1}^{2 r+1}(2 r+1) k^{i}}{\left.\sum_{i=0}^{2 r+1}\left({ }^{2 r+1}\right)^{2}\right) k^{i}} \\
& =\frac{4}{\pi^{2 r+2}(2 r+1)} \sum_{k=N+1}^{\infty} \frac{1}{k^{2 r+2}} \frac{k(k+1)^{2 r+1}-k^{2 r+2}}{(k+1)^{2 r+1}} \\
& =\frac{4}{\pi^{2 r+2}(2 r+1)} \sum_{k=N+1}^{\infty} \frac{1}{k^{2 r+1}}-\frac{1}{(k+1)^{2 r+1}} \\
& =\frac{4}{(2 r+1) \pi^{2 r+2}}(N+1)^{-(2 r+1)},
\end{aligned}\right.
\end{aligned}
$$

which are the desired bounds. Finally, (6.2) ensures the required sorting in Corollary 4.6, so that $\delta_{N}(\mathcal{P})=\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}$ (see Remark 3.7), which is equal to $d_{N}(\mathcal{P})$ for even $N$ and completes the proof.

Remark 6.3. We have numerically validated the representation in Theorem 6.2 along the lines of Section 7 below. Moreover, we have seen in our experiments that the lower bound given in Theorem 6.2 seems to be the exact rate.

## 7 Numerical experiments

We are now going to report results of some of our numerical experiments highlighting different quantitative aspects of our previous theoretical investigations. More details and the code can be found in https://github.com/flabowski/n_widths_for_transport.

### 7.1 Numerical approximation of the $N$-width

It is clear that we cannot compute $\delta_{N}(\mathcal{P})$ or $d_{N}(\mathcal{P})$ exactly, at least in general. Even for a given linear approximation space $V_{N}$, the distance of $\mathcal{U}_{g}(\mathcal{P})$ to $V_{N}$ amounts computing an integral over $\mathcal{P}$ in the $L_{2}$-case or the determination of a supremum in the $L_{\infty}$-framework. Both would only be possible exactly, if we would have a formula for the error $u_{\mu}-P_{N} u_{\mu}$ at hand.

Otherwise, we need a discretization in space $\Omega$ and for the parameter set $\mathcal{P}$ in such a way that the resulting numerical approximation is sufficiently accurate. In space, we fix a number $n_{x} \in \mathbb{N}$ of uniformly spaced quadrature or sampling points $x_{i}, i=1, \ldots, n_{x}$ (wee choose $n_{x}=2500$ ), by setting $\Delta x:=1 / n_{x}$ and $x_{i}:=(2 i-1) / 2 \Delta x$. We collect these points in a vector $\boldsymbol{x}:=\left(x_{1}, \ldots, x_{n_{x}}\right)^{\top} \in \mathbb{R}^{n_{x}}$. We proceed in a similar manner for $\mathcal{P}$ by choosing $n_{\mu} \in \mathbb{N}$ of uniformly spaced points $\mu_{j}, j=1, \ldots, n_{\mu}$ (we choose $\left.n_{\mu}=2500\right)$ by $\Delta \mu:=1 / n_{\mu}$ and $\mu_{j}:=(2 j-1) / 2 \Delta \mu, \boldsymbol{\mu}:=\left(\mu_{1}, \ldots, \mu_{n_{\mu}}\right)^{\top} \in \mathbb{R}^{n_{\mu}}$. This corresponds to the midpoint rule for numerical integration.

## POD-ROM

For some given parameter value $\mu_{j}$ and a given function $g$, we determine $X_{i, j}:=$ $g\left(x_{i}-\mu_{j}\right)=u_{\mu_{j}}\left(x_{i}\right)$ as a "snapshot" of (2.2). These values are collected in the snapshot matrix $\boldsymbol{X}:=\left(X_{i, j}\right)_{i=1, \ldots, n_{x} ; j=1, \ldots, n_{\mu}} \in \mathbb{R}^{n_{x} \times n_{\mu}}$.

For the $L_{2}$-width, we perform a singular value decomposition (SVD) $\boldsymbol{X}=\boldsymbol{U} \boldsymbol{\Sigma} \boldsymbol{V}^{\top}$, which is then truncated to dimension $N \in \mathbb{N}$ in order to obtain a reduced basis, which corresponds to the Proper Orthogonal Decomposition (POD). Since it is known that the POD is the best approximation w.r.t. $L_{2}(\mathcal{P})$, we get the optimal spaces $V_{N}$ in the $L_{2}(\mathcal{P})$-sense. The error and thus the $\delta_{N}$-width can be computed from the singular values: $\delta_{N}(\mathcal{P})^{2} \approx \sum_{k=N+1}^{\min \left(n_{\mu}, n_{x}\right)} \sigma_{k}^{2}$.

## Optimal spaces

In some cases, we have constructed (in some cases optimal) spaces $V_{N}$, i.e., we know an ON-basis for $V_{N}$. In such a case, the SVD is given through the projection terms, i.e. no eigenvalue decomposition needs to be performed. In case we know that $d_{N}(\mathcal{P})=$
$\delta_{N}(\mathcal{P})$, no further computations are needed. In case they are not equal, we can proceed with the basis $V_{N}$ in order to compute the approximation error as described now in detail.

## Computation of the distance/error

In order to determine the distance of $V_{N}$ to the set $\mathcal{U}_{g}(\mathcal{P})$ of solutions, let $V_{N}=$ $\operatorname{span}\left\{\psi_{1}, \ldots, \psi_{N}\right\}$ for some ON-basis functions $\psi_{\ell}, \ell=1, \ldots, N$. The best approximation of some function $u_{\mu}$ onto $V_{N}$ is the orthogonal projection, i.e., $P_{N}\left(u_{\mu}\right)=$ $\sum_{\ell=1}^{N}\left\langle u_{\mu}, \psi_{\ell}\right\rangle_{L_{2}(\Omega)} \psi_{\ell}$. The inner products are approximated by the midpoint rule, i.e., $\left\langle u_{\mu}, \psi_{\ell}\right\rangle_{L_{2}(\Omega)} \approx \frac{1}{n_{x}} \sum_{i^{\prime}=1}^{n_{x}} u_{\mu}\left(x_{i^{\prime}}\right) \psi_{\ell}\left(x_{i^{\prime}}\right)$, so that by orthormality

$$
\begin{aligned}
& \inf _{\tilde{v}_{N} \in V_{N}}\left\|u_{\mu_{j}}-\tilde{v}_{N}\right\|_{L_{2}(\Omega)}^{2}=\left\|u_{\mu_{j}}-P_{N}\left(u_{\mu_{j}}\right)\right\|_{L_{2}(\Omega)}^{2} \\
& \approx \frac{1}{n_{x}} \sum_{i=1}^{n_{x}}\left(u_{\mu_{j}}\left(x_{i}\right)-\left(P_{N}\left(u_{\mu_{j}}\right)\right)\left(x_{i}\right)\right)^{2}=\frac{1}{n_{x}} \sum_{i=1}^{n_{x}}\left(u_{\mu_{j}}\left(x_{i}\right)-\sum_{\ell=1}^{N}\left\langle u_{\mu_{j}}, \psi_{\ell}\right\rangle_{L_{2}(\Omega)} \psi_{\ell}\left(x_{i}\right)\right)^{2} \\
& \approx \frac{1}{n_{x}} \sum_{i=1}^{n_{x}}\left(u_{\mu_{j}}\left(x_{i}\right)-\sum_{\ell=1}^{N} \frac{1}{n_{x}} \sum_{i^{\prime}=1}^{n_{x}} u_{\mu_{j}}\left(x_{i^{\prime}}\right) \psi_{\ell}\left(x_{i^{\prime}}\right) \psi_{\ell}\left(x_{i}\right)\right)^{2} \\
& =\frac{1}{n_{x}} \sum_{i=1}^{n_{x}}\left(X_{i, j}-\frac{1}{n_{x}} \sum_{\ell=1}^{N} \sum_{i^{\prime}=1}^{n_{x}} X_{i^{\prime}, j} \Psi_{i^{\prime}, \ell} \Psi_{i, \ell}\right)^{2}=\frac{1}{n_{x}} \sum_{i=1}^{n_{x}}\left(X_{i, j}-\frac{1}{n_{x}}\left(\boldsymbol{\Psi}_{N} \Psi_{N}^{\top} \boldsymbol{X}\right)_{i, j}\right)^{2},
\end{aligned}
$$

where $\boldsymbol{\Psi}_{N}=\left(\psi_{\ell}\left(x_{i}\right)\right)_{i, \ell} \in \mathbb{R}^{n_{x} \times N}$. Then, $\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{\infty}\left(\mathcal{P} ; L_{2}(\Omega)\right)}$ is approximated by taking the maximum over $j=1, \ldots, n_{\mu}$ of the latter quantity and then the square root. As for the $L_{2}$-distance $\operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}$, by (2.5b)

$$
\begin{aligned}
& \operatorname{dist}\left(V_{N}, \mathcal{U}_{g}(\mathcal{P})\right)_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\left\|u_{\mu}-P_{N} u_{\mu}\right\|_{L_{2}\left(\mathcal{P} ; L_{2}(\Omega)\right)}^{2}=\int_{\mathcal{P}}\left\|u_{\mu}-P_{N} u_{\mu}\right\|_{L_{2}(\Omega)}^{2} d \mu \\
& \quad \approx \frac{1}{n_{\mu}} \sum_{j=1}^{n_{\mu}}\left\|u_{\mu_{j}}-P_{N} u_{\mu_{j}}\right\|_{L_{2}(\Omega)}^{2} \approx \frac{1}{n_{\mu}} \frac{1}{n_{x}} \sum_{j=1}^{n_{\mu}} \sum_{i=1}^{n_{x}}\left(X_{i, j}-\frac{1}{n_{x}}\left(\boldsymbol{\Psi}_{N} \boldsymbol{\Psi}_{N}^{\top} \boldsymbol{X}\right)_{i, j}\right)^{2} \\
& \quad=\frac{1}{n_{\mu}} \frac{1}{n_{x}}\left\|\boldsymbol{X}-\frac{1}{n_{x}} \boldsymbol{\Psi}_{N} \boldsymbol{\Psi}_{N}^{\top} \boldsymbol{X}\right\|_{F}^{2}=: \frac{1}{n_{\mu}} \frac{1}{n_{x}}\left\|\boldsymbol{G}_{N}\right\|_{F}^{2},
\end{aligned}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm of a matrix.

### 7.2 Error bound for a jump discontinuity

For a discontinuous function, it is known that $d_{N}(\mathcal{P}) \leq c N^{-1 / 2},[20]$, the novel exact representation is given in (4.4). We compare a reduced order model determined by POD (termed POD-ROM here) with the exact rate, which allows us to numerically investigate the difference between the asymptotic order $N^{-1 / 2}$ and the exact rate. The results are shown in Figure 1. In the graph on the left, we show the decay for different sizes of $n_{x}$, i.e., various numbers of the original snapshots to build the POD (shown in different colors). As we see, they asymptotically reach the exact representation shown
in cyan. This also confirms the known fact that POD is optimal w.r.t. the $L_{2}$-width. We also show the asymptotic order $N^{-1 / 2}$ in black.

The formula for the exact rate cannot immediately be re-interpreted as a simple asymptotic w.r.t. $N$. To this end, on the right-hand side of Figure 1b we plot the ratio of $N^{-1 / 2}$ and the exact form and see that it reaches $\frac{\pi}{2}$, which is interesting at least for two reasons: (i) the asymptotic rate $N^{-1 / 2}$ is sharp with a multiple factor of $\frac{\pi}{2}$; (ii) the exact formula has an asymptotic behavior as $N^{-1 / 2}$.


Fig. 1: Kolmorogov $N$-width $d_{N}(\mathcal{P})$ width for a discontinuous function - comparison of POD, exact form of $d_{N}(\mathcal{P})$ and known asymptotic rate.

### 7.3 Smooth steep functions

We are now considering smooth functions which are "close" to a jump in the sense that they have one or more steep ramps. To this end, we construct an odd half-wave symmetric function, shown in Figure 2b. The starting point is some smooth oddsymmetric function $q$ on the interval $\left(-\frac{1}{2}, \frac{1}{2}\right)$ (see Figure 2a). Based upon this, we define the odd HWS function $g=g_{q}$ by

$$
g(x):= \begin{cases}1-2 q(x+1), & -1<x \leq-\frac{1}{2}  \tag{7.1}\\ 2 q(x)-1, & -\frac{1}{2}<x \leq \frac{1}{2} \\ 1-2 q(x-1), & \frac{1}{2}<x<1\end{cases}
$$

Following this idea, we can derive functions with arbitrary smoothness and arbitrarily steep ramps in order to be able to numerically investigate the dependence of the decay rate of $d_{N}(\mathcal{P})$ on the regularity and the shape of the function. To this end, we construct a whole family $\left\{q_{k}\right\}_{k \in \mathbb{N}_{0}}$ such that $q_{k} \in C^{k}$ but $q_{k} \notin C^{k+1}$ (so that $k$ is the exact degree of regularity of $q_{k}$ ). We show an example of such functions $q_{0}, \ldots, q_{5}$ in (7.2). Starting from a linear function $q_{0}$, we successively increase the polynomial


Fig. 2: Construction of an odd HWS initial condition from a smooth ramp.
degree. A parameter $\epsilon$ is used to control the steepness of the ramp. ${ }^{12}$ Then, we get

$$
\begin{align*}
& q_{0}(x):=\frac{1}{\epsilon^{2}} x,  \tag{7.2a}\\
& q_{1}(x):=-\frac{2}{\epsilon^{3}} x^{3}+\frac{3}{\epsilon^{2}} x^{2},  \tag{7.2b}\\
& q_{2}(x):=\frac{6}{\epsilon^{5}} x^{5}-\frac{15}{\epsilon^{4}} x^{4}+\frac{10}{\epsilon^{3}} x^{3},  \tag{7.2c}\\
& q_{3}(x):=-\frac{20}{\epsilon^{7}} x^{7}+\frac{70}{\epsilon^{6}} x^{6}-\frac{84}{\epsilon^{5}} x^{5}+\frac{35}{\epsilon^{4}} x^{4},  \tag{7.2d}\\
& q_{4}(x):=\frac{70}{\epsilon^{9}} x^{9}-\frac{315}{\epsilon^{8}} x^{8}+\frac{540}{\epsilon^{7}} x^{7}-\frac{420}{\epsilon^{6}} x^{6}+\frac{126}{\epsilon^{5}} x^{5},  \tag{7.2e}\\
& q_{5}(x):=-\frac{252}{\epsilon^{11}} x^{11}+\frac{1386}{\epsilon^{10}} x^{10}-\frac{3080}{\epsilon^{9}} x^{9}+\frac{3465}{\epsilon^{8}} x^{8}-\frac{1980}{\epsilon^{7}} x^{7}+\frac{462}{\epsilon^{\top}} x^{6} . \tag{7.2f}
\end{align*}
$$

We can continue this process to obtain a $C^{\infty}$-function, but do not go into details. In order to get a meaningful comparison for the dependency of the $N$-width in terms of the smoothness, we will use $\epsilon$ for such a fine-tuning. The aim is that all functions $q_{k}$ should feature a similar steep jump from 0 to 1 , but differ in their regularity, which of course causes different shapes of the functions, see Figure 3. Hence, we fit each resulting $g_{q_{k}}$ to $g_{q_{0}}$ and choose $\epsilon$ as the parameter resulting in the best fit. We indicate the resulting values for $\epsilon$ in Table 1. The resulting functions of different smoothness

| regularity | $C^{0}$ | $C^{1}$ | $C^{2}$ | $C^{3}$ | $C^{4}$ | $C^{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\epsilon$ | 0.025 | 0.03316 | 0.04002 | 0.04592 | 0.05116 | 0.05592 |

Table 1: Values for $2 \epsilon$ for each $g_{k}$
are plotted in Figure 3. As we can see from the left graph in Figure 3a, the shape of all functions is quite similar. The main difference lies in the regularity as can be seen in the zoom in Figure 3b.
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Fig. 3: Ramp functions with varying smoothness $C^{k}$.

The results concerning the $N$-width are shown in Figure 4. On the left, in Figure 4a, we compare the $N$-width $\delta_{N}(\mathcal{P})$ for $g_{q_{r-1}} \in C^{r-1}(\Omega), r=1, \ldots, 6$ and also for the $C^{\infty_{-}}$ sigmoid function (yellow) with exponential decay. We also indicate the error bound from Theorem 5.3, i.e., $\tilde{c}_{r} N^{-(r+1 / 2)}$. As there is no difference visible, in Figure 4b, we plot the ratio of the numerically computed error and $c_{r} N^{-(r+1 / 2)}$ for a fitted $c_{r}$ for every $r \in \mathbb{N}_{0}$. We see very good matches indicating that our bounds are sharp regarding $N$. As with the decay of the jump discontinuity (c.f. Figure 1a), the numerically computed decay for $N$ close to $\min \left(n_{x}, n_{\mu}\right)$ suffers from inaccuracies that are related to the discretization error.


Fig. 4: $N$-width for ramps with varying regularity.

### 7.4 The impact of the slope

In $\S 7.3$ we have investigated functions with an almost identical ramp but with different smoothness. Now, we fix the regularity and vary the slope, i.e., the maximal value of
the derivative (or norm of the gradient in higher dimensions). From our theoretical findings, we expect that the asymptotic decay rate should not be influenced by the slope. However, all estimates involve a multiplicative factor, which might depend on the slope. In order to clarify this, we consider a continuous, piecewise linear function with varying steepness. We choose the function $q_{0}$ in (7.2a) for different values of $\epsilon$, see Figure 5a. The results are displayed in Figure 5. We observe that the asymptotic rate is in fact identical, but the multiplicative factor grows with decreasing $\epsilon$, the steeper the slope, the slower the decay of the $N$-width.


Fig. 5: $N$-width depending on the slope of a continuous, piecewise linear function.

### 7.5 Beyond symmetry

Finally, we consider almost arbitrary functions $g$ to define initial and boundary conditions for our original linear transport problem (2.1) in the sense that $g_{[[-1,0]}$ defines the inflow (i.e., the boundary condition) and $g_{\mid[0,1]}$ is the initial condition on $\Omega$. Again, we focus on the influence of the regularity on the decay of the $N$-width. To this end, we start by a piecewise constant discontinuous function as displayed in Figure 6a (dark blue), where the height of the 20 steps are chosen at random. Smother versions are constructed by applying a convolution with a uniform box kernel, that is as wide as the distance between two discontinuities, see also Figure 6a. ${ }^{13}$ The $N$-width is shown in Figure 6b, where -again- we clearly see the dependence of the decay on the regularity; the smoother, the better the rate. The rates are the same as in the previous case, but the constants (indicated in Figure 6b) differ. This experiment confirms our results also beyond half-wave symmetry, which we had to assume for the given proofs.

## A 2D-example

All our analysis above was restricted to the 1D case $\Omega=(0,1)$. However, from the presentation it should be clear that at least some of what has been presented can be
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Fig. 6: $\delta_{N}(\mathcal{P})$ for random functions of different smoothness.
generalized to the higher-dimensional case by means of tensor products. In order to show this also numerically, we consider a linear transport problem on $\Omega=(0,1)^{2}$, see Figure 7a. There, we indicate piecewise constant boundary conditions (on the left square yielding the inflow conditions) and initial conditions on $\Omega$ (on the right square). As before, we realize initial and boundary conditions of higher regularity by applying convolutions. The resulting $N$-widths are displayed in Figure 7 b , where we see once more that the rate is correlated to the regularity.

(a) Piecewise constant initial and boundary conditions indicated by color boxes.

(b) Kolmorogov $N$-width for $C^{k}\left(\Omega_{\mathcal{P}}\right)$-conditions, $k=0, \ldots, 4$.

Fig. 7: 2D-transport problem: $\delta_{N}$-width for initial- and boundary conditions of different regularity $C^{k}\left(\Omega_{\mathcal{P}}\right), k=0, \ldots, 4$.

## 8 Conclusions

We have derived both exact representations as well as sharp bounds for the $N$-width for significant classes of functions used as initial and boundary values for the linear transport problem. The influence of the regularity on the decay has been rigorously investigated, namely $c_{r} N^{-(r+1 / 2)}$ for functions in the Sobolev space $H^{r}$. It became clear that a poor decay of the $N$-width is only a question of the smoothness of the solution in terms of the parameter, not of the problem itself. In other words, the decay does not necessarily depend on the PDE, but on the data such as initial and boundary values. We have also seen that the constant in the decay estimate depends on the slope of the function in a severe manner.

Our main tool is Fourier analysis and the notion of half-wave symmetric functions. This notion allowed us to construct linear spaces which we have shown to be optimal in the sense of Kolmogorov. Since any function can be written as a sum of even and odd HWS function, we derived a general upper estimate for the $N$-width. We have investigated both the $L_{2}(\mathcal{P})$-based $N$-width $\delta_{N}(\mathcal{P})$ and the $L_{\infty}(\mathcal{P})$-based (worst case) $N$-width $d_{N}(\mathcal{P})$ and we have proven $\delta_{N}(\mathcal{P})=d_{N}(\mathcal{P})$ for all HWS functions (Cor. 4.6). We conjecture that this upper bound is also asymptotically sharp, but we do not have a proof yet. Finally, the presented approach could also be generalized and adapted for other kind of PPDEs.
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[^1]:    ${ }^{1}$ We restrict ourselves to the homogeneous case for simplicity. One could also consider a right-hand side $f(t, x ; \mu) \not \equiv 0$, which would also impact the rate of approximation of the solution.
    ${ }^{2}$ Our analysis is restricted to the 1D-case, but some results can be extended to higher dimensions.

[^2]:    ${ }^{3}$ Note, that by fixing the dimensions of $W_{k}^{g}$ a priori, it might happen that one might not be able to construct spaces $V_{N}^{g}$ of any dimension $N \in \mathbb{N}$, since $N$ must be a sum of the dimensions of the $W_{k}^{g}$, $k=1, \ldots, M(N)$, see Remark 3.7. As an example, if $\operatorname{dim}\left(W_{k}^{g}\right)=2$ for all $k \in \mathbb{N}, N$ must be even.

[^3]:    ${ }^{4}$ Note, that the spaces $W_{k}^{g}$ are independent of $g$, their sorting, however, depends on it.

[^4]:    ${ }^{5}$ The scaling by $2^{-1 / 2}$ makes the functions orthonormal on the larger interval $\Omega_{\mathcal{P}}$.
    ${ }^{6}$ The coefficients have a different scaling than in (2.6): $A_{k}^{\text {odd }}=2^{-1 / 2} \hat{A}_{k}, B_{k}^{\text {odd }}=2^{-1 / 2} \hat{B}_{k}$.

[^5]:    ${ }^{7}$ The spaces depend only on the HWS type, the sorting on $g$.

[^6]:    ${ }^{8}$ For this lemma, we do not need half-wave symmetry of $g$.

[^7]:    ${ }^{10}$ The Sobolev space of $r$-times weakly differentiable functions.

[^8]:    ${ }^{11}$ For $z \in \mathbb{C}$ and $r>0$, we denote the ball of radius $r$ around $z$ by $\mathcal{B}_{r}(z):=\{y \in \mathbb{C}:|y-z| \leq r\}$.

[^9]:    ${ }^{12}$ We give all details for the sake of reproducible research.

[^10]:    ${ }^{13}$ A closer agreement between the original and the convoluted function as well as a faster error decay could be achieved through a convolution by a narrow Gaussian kernel. However, we aimed at highlighting the effect of regularity.

