AN ULTRA-WEAK SPACE-TIME VARIATIONAL FORMULATION FOR THE SCHRODINGER EQUATION*
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Abstract. We present a well-posed ultra-weak space-time variational formulation for the time-dependent version of the linear Schrödinger equation with an instationary Hamiltonian. We prove optimal inf-sup stability and introduce a space-time Petrov-Galerkin discretization with optimal discrete inf-sup stability.

We show norm-preservation of the ultra-weak formulation. The inf-sup optimal Petrov-Galerkin discretization is shown to be asymptotically norm-preserving, where the deviation is shown to be in the order of the discretization. In addition, we introduce a Galerkin discretization, which has suboptimal inf-sup stability but exact norm-preservation.

Numerical experiments underline the performance of the ultra-weak space-time variational formulation, especially for non-smooth initial data.

MSC codes. 35L15, 65M15, 65M60

1. Introduction. We consider the inhomogeneous time-dependent linear Schrödinger equation in atomic units on a time interval $I := (0, T)$, $T > 0$, and a bounded spatial domain $\Omega \subseteq \mathbb{R}^{3N}$ ($N \geq 1$ being the number of particles) with smooth boundary $\Gamma := \partial \Omega$,

\begin{equation}
\begin{aligned}
&i \frac{\partial}{\partial t} u(t, x) + \frac{1}{2} \Delta_x u(t, x) - V(t, x) u(t, x) = g(t, x), \\
&u(t, x) = 0, \\
&u(0, x) = u_0,
\end{aligned}
\tag{1.1}
\end{equation}

where $g : \Omega_T := I \times \Omega \to \mathbb{C}$ is an inhomogeneous right-hand side, $u_0$ some initial state and $V : \Omega_T \to \mathbb{R}$ a real-valued potential. Usually, the problem is formulated on the full space $\mathbb{R}^{3N}$; however, since one can expect that the solution decreases very fast as $|x| \to \infty$ provided that the initial condition $u_0$ and the inhomogeneous right-hand side $g$ do so, we limit ourselves to the case of a bounded (but “sufficiently large”) domain $\Omega \subseteq \mathbb{R}^{3N}$. On the other hand, we stress the fact that certain parts of the presented material can also be extended to the full space, i.e., $\Omega = \mathbb{R}^{3N}$, with some technical modifications though, [1].

The time-dependent Schrödinger equation (1.1) describes the time evolution of a quantum mechanical state represented by its solution $u$, which is also called wave function. It is worth mentioning that unitary time-propagation (which is important from a physical point of view) requires either $g \equiv 0$ or a right-hand side, which depends on the wave function, i.e., $g(u)$. Still, we consider a right-hand side of the form displayed in the first equation in (1.1), i.e., $g \not\equiv 0$, but independent of $u$. This setting will be useful for model reduction of parameterized versions of the Schrödinger equation. Model reduction is also one reason why we are interested in finding a well-posed weak (or variational) formulation of (1.1) in the following sense: Determine Hilbert spaces $U, V$ of functions and a sesquilinear form $b : U \times V \to \mathbb{C}$ such that given an arbitrary functional $g \in V'$, the variational problem

\begin{equation}
b(u, v) = g(v) \quad \forall v \in V,
\tag{1.2}
\end{equation}
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admits a unique solution $u^* \in U$ (continuously depending on $g$ and $u_0$), which solves (1.1) in some appropriate weak sense. Consequently, the spaces $U$ and $V$ consist of functions in space and time, i.e., (1.2) is a space-time variational form.

Of course, there is a huge amount of literature concerning well-posedness results for the Schrödinger equation, but we are not aware of space-time variational approaches as (1.2). In fact, in [2], the time-dependent linear and nonlinear Schrödinger equation was treated by using semi-group theory, excluding time-dependent potentials, however. Time-dependent Hamiltonians are considered e.g. in [3–5] and [6–11], where the multi-particle Schrödinger equation was formulated as a system of nonlinear single-particle Schrödinger equations. However, the results in [6–8] do not yield a space-time formulation as in (1.2). On the other hand, [9–11] point towards a well-posed weak space-time formulation, but these papers assume that the regularity of the wave function $u(t, \cdot)$ as a function in space grows for increasing time $t$ (see [9, Thm. 3.13], [10, Thm. 13], [11, Thm. 1]). However, as the Schrödinger equation (similar to wave or transport equations and in contrast to the heat equation) has no regularization effect, the (possibly low) regularity of the initial condition $u_0$ (and of a right-hand side $g$) is inherited for all times. We are particularly interested in minimal regularity requirements, which exceeds the findings in [9–11].

To the best of our knowledge, a space-time formulation of the Schrödinger equation was first considered in [12, 13], however, for a single free particle (i.e., for a stationary Hamiltonian without potential). In [13], an approach analogously to the parabolic case was considered for the space-time variational formulation as well as its discretization. However, well-posedness and stability for the discretization have not been presented there. In [12], a well-posed ultra-weak formulation using a (non-conforming) discontinuous Petrov-Galerkin method was presented. This approach is somehow related to the present paper since it also addresses optimal stability (see below). Instead, we follow a path which was earlier presented for the transport equation in [14, 15] and for the wave equation in [16], see also [17, 18]. The reason is that in particular w.r.t. model reduction, we prefer a conforming discretization.

Outline. This paper is organized as follows: In Section 2, we recall some facts on inf-sup stable variational problems and discuss why the known setting as in the parabolic case is not appropriate for the Schrödinger equation. Then we present an optimally inf-sup stable ultra-weak variational formulation there. Section 3 is devoted to stable Petrov-Galerkin discretizations and suggests an adequate discretization specifically for the Schrödinger equation. In Section 4, we focus on the arising finite-dimensional algebraic system, which turns out to be of tensor product form. Finally, we present results of numerical experiments in Section 5 in particular w.r.t. the numerical performance of the ultra-weak variational formulations – especially for problems with non-smooth data.

Notation. We abbreviate $H := L_2(\Omega; \mathbb{C})$ and always identify $L_2$-spaces with their duals. Then, we obtain Gelfand triples in space, i.e., $V := H_0^1(\Omega; \mathbb{C}) \hookrightarrow H \cong H' \hookrightarrow H^{-1}(\Omega; \mathbb{C}) := V'$, where all embeddings are continuous and dense. The spaces $H$ and $V$ are equipped with the usual inner products and norms. As usual, we identify the duality pairing $\langle u, v \rangle_{V' \times V}$ with the inner product $(u, v)_H$, if $u \in H$. Finally, we set $\mathbb{H} := L_2(I; H) \cong L_2(\Omega_T; \mathbb{C})$.

2. Variational Formulations of the Schrödinger Equation. We start by recalling some known facts on the well-posedness of variational formulations and discuss possible approaches towards the Schrödinger equation.
2.1. Inf-sup-theory. The well-posedness of (1.2) is described by the following well-known fundamental statement.

**Theorem 2.1** (Nečas Theorem, e.g. [19, Thm. 3.1]). Let \( U, V \) be Hilbert spaces, let \( g \in V' \) be given and \( b : U \times V \to \mathbb{C} \) be a bounded sesquilinear form, i.e.,

\[
\exists \gamma < \infty : \quad |b(u, v)| \leq \gamma \|u\|_U \|v\|_V, \quad \text{for all } u \in U, v \in V.
\]

Then, the variational problem (1.2) admits a unique solution \( u^* \in U \), which depends continuously on the data \( g \in V' \) if and only if

\[
\beta := \inf_{u \in U} \sup_{v \in V} \frac{|b(u, v)|}{\|u\|_U \|v\|_V} > 0 \quad \text{(inf-sup condition)};
\]

\[
\forall 0 \neq v \in V \exists u \in U : \quad b(u, v) \neq 0 \quad \text{(surjectivity)}.
\]

The inf-sup constant \( \beta \) (or some lower bound) also plays a crucial role for the numerical approximation of the solution \( u \in U \) since it enters the relation of the approximation error and the residual (by the Xu-Zikatanov lemma [20], see also (3.3) below). This motivates our interest in the size of \( \beta \): the closer to unity, the better.

A standard tool (at least) for (i) proving the inf-sup-stability in (C.2), (ii) stabilizing finite-dimensional discretizations, and (iii) getting sharp bounds for the inf-sup constant, is to determine the so-called supremizer. To define it, let \( b : U \times V \to \mathbb{R} \) be a generic bounded bilinear form and \( 0 \neq u \in U \) be given. Then, the supremizer \( s_u \in V \) is defined as the unique solution of the variational problem

\[
(s_u, v)_V = b(u, v) \quad \forall v \in V.
\]

It is easily seen that

\[
\sup_{v \in V} \frac{|b(u, v)|}{\|v\|_V} = \sup_{v \in V} \frac{|(s_u, v)_V|}{\|v\|_V} = \|s_u\|_V,
\]

which justifies the name supremizer. Then, \( \beta = \inf_{u \in U} \frac{\|s_u\|_V}{\|u\|_U} \).

2.2. A too naive approach. A straightforward approach to derive a space-time variational formulation of the Schrödinger equation is described in [13, Ex. 6.4.6], see also [10, Thm 12, 13]. For simplicity, we restrict ourselves in this subsection to the case \( u_0 = 0 \), but the arguments here can easily be extended to inhomogeneous initial conditions as well. The (too naive) idea is to follow the path of space-time variational formulations of the heat equation as e.g. in [21, 22] and setting

\[
\text{Var} := L^2(I; V) \cap H^1_w(I; V') \text{ as well. The (too naive) idea is to follow the path of space-time variational formulations of the heat equation as e.g. in [21, 22] and setting}
\]

\[
L^2(I; V) \cap H^1_w(I; V') \text{ as well.}
\]

This yields a problem of the form (1.2) with

\[
b(u, v) := \int_0^T \left[i(\partial_t u(t), v(t))_{V' \times V} - a_t(u(t), v(t))\right] dt,
\]

and \( g(v) := \int_0^T (g(t), v(t))_{V' \times V} dt \), where the sesquilinear form \( a_t : V \times V \to \mathbb{C} \) is defined by

\[
a_t(\phi, \varphi) := \frac{1}{2} (\nabla_x \phi, \nabla_x \varphi)_H + (V(t)\phi, \varphi)_H, \quad \phi, \varphi \in V.
\]

---

\( ^a H^1_w(I) := \{ \theta \in H^1(I) : \theta(0) = 0 \} \) and \( H^1_w(0, I) := \{ \theta \in H^1(I) : \theta(T) = 0 \} \) for later reference.

\( ^b V(t) \equiv V(t, \cdot) \)
Since the potential is real-valued and assuming that it is bounded and non-negative\(^c\), it is easily seen that \(a_t(\cdot, \cdot)\) is bounded, hermitian and coercive. Then, it is straightforward to show that \(b(\cdot, \cdot)\) is bounded, i.e., (C.1). In view of Theorem 2.1, one would need to show surjectivity (C.3) and the inf-sup condition (C.2). The latter one, however, fails in general.

To get an idea, why the inf-sup condition might fail, we consider the supremizer as in (2.1) for the case \(V = L_2(I; V)\). We denote by \(A(t) := -\frac{1}{2} \Delta_x + V(t) \in \mathcal{L}(V, V')\) the operator associated to \(a_t(\cdot, \cdot)\), in the sense that \(\langle A(t) \phi, \varphi \rangle_{V' \times V} := a_t(\phi, \varphi)\) for all \(\phi, \varphi \in V\). Then, the supremizer \(s_u\) for some \(0 \neq u \in U\) is easily seen to read \(s_u(t) = i A(t)^{-1} \dot{u}(t) + u(t)\), which is quite similar to the parabolic case in [21, App. A] with the only difference of the appearance of the complex unit \(i\) – which actually causes the problem. In fact, in view of (2.2), we have for any \(u \in U\) that

\[
\|s_u\|^2_V = (i A^{-1} \dot{u} + u, i A^{-1} \dot{u} + u)_V = \|A^{-1} \dot{u}\|^2_V + \|u\|^2_V - 2 \Im(A^{-1} \dot{u}, u)_V.
\]

We would now need to find a \(\beta > 0\) such that \(\|s_u\|_V \geq \beta \|u\|_U\) (i.e., strictly positive for \(u \neq 0\)), which turns out to be impossible for arbitrary \(u \neq 0\). The difference to the heat equation lies in the last term, which for the heat equation reads

\[-2(A^{-1} \dot{u}, u)_V = \|u(0)\|^2_H\]

(instead of the imaginary part). This term is thus non-negative (and the whole term strictly positive for \(u \neq 0\)), whereas we were not able to bound \(-2 \Im(A^{-1} \dot{u}, u)_V\) from below; just using Cauchy-Schwarz and Young’s inequality for this term yields \(\|s_u\|_V \geq 0\), which is clearly useless. We note, that this observation of not being able to find a positive lower bound for \(\|s_u\|_V\) is not just a theoretical consideration. In fact, numerical experiments for a corresponding Petrov-Galerkin method clearly showed instabilities, see [1].

2.3. An optimally inf-sup stable ultra-weak variational form. As already pointed out earlier, the Schrödinger equation does not have a smoothing effect, rough initial data or right-hand sides imply a rough solution for all times. Since this is quite similar to transport and wave equations, it seems natural to follow the same path that has successfully lead to optimally stable variational formulations in those cases, namely \textit{ultra-weak} formulations, see [14–16] (compare also the discontinuous Petrov-Galerkin setting e.g. in [12]).

The idea is to multiply (1.1) with sufficiently smooth test functions \(v : I \times \Omega \to \mathbb{C}\) and to perform integration by parts w.r.t. to both space and time, i.e.,

\[
(g, v)_H = \int_I \int_{\Omega} g(t, x) \overline{v(t, x)} \, dx \, dt
\]

\[
= i \int_I \int_{\Omega} \dot{u}(t, x) \overline{v(t, x)} \, dx \, dt + \int_I \int_{\Omega} \left( \frac{1}{2} \Delta_x u(t, x) - V(t, x) u(t, x) \right) \overline{v(t, x)} \, dx \, dt
\]

\[
= i (u(T), v(T))_H - i (u(0), v(0))_H + (u, (i \partial_t + \frac{1}{2} \Delta_x - V(t)) v)_H
\]

\[
= -i (u_0, v(0))_H + (u, (i \partial_t + \frac{1}{2} \Delta_x - V(t)) v)_H
\]

if \(v(T) = 0\). This motivates an ultra-weak variational formulation (1.2) of (1.1) by defining

\[
(2.4a) \quad b(u, v) := (u, S^* v)_H := (u, i \partial_t v + \frac{1}{2} \Delta_x v - V(t)v)_H,
\]

\(^c\)The assumption of non-negativity is posed here just for convenience in order to show that a standard variational form does not yield a well-posed problem even in this simple case of a non-negative potential.
where $S^*$ will be shown later to be the adjoint of the Schrödinger operator $S := i \frac{\partial}{\partial t} + \frac{1}{2} \Delta_x - V(t)$ in an appropriate sense.

We want to show that this setting admits a well-posed problem of the form (1.2) if we define $U$ and $V$ appropriately. In order to do so, we are now going to follow [15] and start by interpreting (1.1) for $u_0 = 0$ in the classical sense, i.e., pointwise by setting

$$ S_0 u(t, x) := i \frac{\partial}{\partial t} u(t, x) + \frac{1}{2} \Delta_x u(t, x) - V(t, x) u(t, x), \quad (t, x) \in \Omega_T = I \times \Omega, $$

as well as $g_0(t, x) := g(t, x)$. Homogeneous initial and boundary conditions are associated to $S_0$ as essential boundary conditions. Then, (1.1) reads $S_0 u = g_0$ in the space $C(\Omega_T; \mathbb{C})$. We denote by $^{d}$

$$ D(S_0) := \{ u : \Omega_T \to \mathbb{C} : S_0 u \in C(\Omega_T; \mathbb{C}); u(t, x) = 0 \text{ for } (t, x) \in I \times \Gamma; \}
$$

the classical domain of $S_0$ incorporating homogeneous initial and boundary conditions. Of course, the regularity of the potential $V$ is crucial and we will come back to this topic later, see Theorem 2.4 below. In (2.5) the superscripts denote the regularity in time and space, respectively, whereas the index $\{0\}$ refers to homogeneous temporal conditions for $t = 0$ and $\Gamma$ for homogeneous Dirichlet conditions on $\Gamma$. We will use a similar notation below also for $t = T$. For the above setting it is necessary that $V \in C(\Omega_T; \mathbb{C})$.

For the rest of the paper, we shall always set

$$ (2.6) \quad U := L_2(I; H) = \mathbb{H} $$

with its usual topology and we define the formal adjoint $S_0^*$ of $S_0$ by

$$ (S_0 u, v)_U = (u, S_0^* v)_U \quad \text{for all } u, v \in C_0^\infty(\Omega_T; \mathbb{C}). $$

Following [15], we need to verify the following conditions

$(S^1)$ $S_0^*$ is injective on the dense subspace $D(S_0^*) \subset U$ and

$(S^2)$ the range $R(S_0^*) \hookrightarrow U$ is densely imbedded.

In fact, the properties $(S^1)$ and $(S^2)$ ensure that $\|v\|_V := \|S_0^* v\|_U$ is a norm on $D(S_0^*)$. Then,

$$ (2.7) \quad V := \text{clos}_{\| \cdot \|_V} \{ D(S_0^*) \} \subset U, \quad (v, w)_V := (S_0^* v, S_0^* w)_U, \quad v, w \in V, $$

is a Hilbert space with induced norm

$$ (2.8) \quad \|v\|_V := \|S_0^* v\|_U, $$

where $S^*$ is the continuous extension of $S_0^*$ from $D(S_0^*)$ to $V$. As we shall see below, this framework yields a well-posed ultra-weak variational form of the Schrödinger equation. To see this, we need to detail the involved ingredients. We start by determining the formal adjoint $S_0^*$.

$^d C_{\{0\}}(I; \mathbb{C}) := \{ \theta \in C(I; \mathbb{C}) : \theta(0) = 0 \}$ and $C_0(\Omega; \mathbb{C}) := \{ \phi \in C(\Omega; \mathbb{C}) : \phi(x) = 0, x \in \Gamma \}$. 

Proposition 2.2. The formal adjoint Schrödinger operator reads $S_o^* = S_o$.

Proof. Let $u, v \in C_0^\infty(\Omega_T; \mathbb{C})$. Then, using integration by parts in both space and time variables, it holds

$$
(S_o u, v)_U = (i \partial_t u + \frac{1}{2} \Delta_x u - \mathcal{V}(t, x) u, v)_H
$$

$$
= \int_0^T \int_\Omega \left[ i \partial_t u(t, x) v(t, x) + \frac{1}{2} \Delta_x u(t, x) v(t, x) - \mathcal{V}(t, x) u(t, x) v(t, x) \right] \, dx \, dt
$$

$$
= \int_0^T \int_\Omega \left[ u(t, x) i \partial_t v(t, x) + u(t, x) \frac{1}{2} \Delta_x v(t, x) - \mathcal{V}(t, x) u(t, x) v(t, x) \right] \, dx \, dt
$$

$$
= (u, i \partial_t v + \frac{1}{2} \Delta_x v - \mathcal{V}(t, x) v)_H = (u, S_o v)_U,
$$

since $\mathcal{V}$ is real-valued, which proves the claim.

Next, we need to determine domain and range of $S_o^*$. To this end, we first note, that due to the integration by parts w.r.t. time used in Proposition 2.2, the initial conditions in $S_o$ are transformed to *terminal* conditions for $S_o^*$. In view of (2.5), we thus obtain

$$
D(S_o^*) = C_{(T), \Gamma}^1(\Omega_T; \mathbb{C}) = [C^1(I; \mathbb{C}) \cap C_{(T)}(\bar{I}; \mathbb{C})] \otimes [C^2(\Omega; \mathbb{C}) \cap C_0(\Omega; \mathbb{C})].
$$

The range $R(S_o)$ in the classical sense then reads

$$
R(S_o) = C(\bar{\Omega}_T; \mathbb{C}),
$$

so that (S*2) holds. Therefore it remains to verify that (S*1) is satisfied.

Proposition 2.3. The formal adjoint $S_o^*$ is injective on $D(S_o^*)$.

Proof. Let $u \in C_{(T), \Gamma}^1(\Omega_T)$ such that $S_o^* u = 0$. Then, for any $\phi \in V$ and for $s \in I$ we have

$$
i (\partial_t \psi(s), \phi)_H - \frac{1}{2} (\nabla_x \psi(s), \nabla_x \phi)_H - (\mathcal{V}(s) \psi(s), \phi)_H = 0.
$$

We choose $\psi(s)$ as test function and obtain

$$
i (\partial_s \psi(s), \psi(s))_H - \frac{1}{2} (\nabla_x \psi(s), \nabla_x \psi(s))_H - (\mathcal{V}(s) \psi(s), \psi(s))_H = 0.
$$

Note, that $\frac{1}{2} (\nabla_x \psi(s), \nabla_x \psi(s))_H - (\mathcal{V}(s) \psi(s), \psi(s))_H \in \mathbb{R}$. Thus, integrating over $[t, T]$ for $t \in I$ and taking the imaginary part of (2.10) yields

$$
0 = \int_t^T (\partial_s \psi(s), \psi(s))_H \, ds = \frac{1}{2} \int_t^T \frac{d}{ds} \|\psi(s)\|^2_H \, ds = -\frac{1}{2} \|\psi(t)\|^2_H,
$$

since $\psi(T) = 0$, which implies $\|\psi(t)\|_H = 0$ for all $t \in I$ and proves the claim.

Theorem 2.4. Let $\mathcal{V} \in L_\infty(\Omega_T; \mathbb{R})$ and $g \in \mathcal{V}'$. Moreover, let $U, V, b(\cdot, \cdot)$, and $g(\cdot)$ be defined as in (2.6), (2.7) and (2.4), respectively. Then, the variational problem (1.2) admits a unique solution $u^* \in U$. In particular,

$$
\beta := \inf_{u \in U} \sup_{v \in V} \frac{b(u, v)}{\|u\|_U \|v\|_V} = \sup_{u \in U} \sup_{v \in V} \frac{b(u, v)}{\|u\|_U \|v\|_V} = 1.
$$
Proof. We are going to show the conditions (C.1)-(C.3) of Theorem 2.1 above.

(C.1) Boundedness: Let \( u \in U, v \in V \). By Cauchy-Schwarz' inequality and assumption, we get \( \|S^*v\|_U = \|i\partial_t v + \frac{1}{2} \Delta x v - \mathcal{V} v\|_U \leq \|\partial_t v\|_U + \frac{1}{2} \|\Delta x v\|_U + \|\mathcal{V}\|_{L_\infty} \|v\|_U \leq C\|v\|_{H^{1,2}(\Omega_T)} < \infty \). Again by Cauchy-Schwarz' inequality, we have
\[
|b(u, v)| = \|(u, i\partial_t v + \frac{1}{2} \Delta x v - \mathcal{V} v)_U\| = \|(u, S^*v)_U\| \leq \|u\|_U \|S^*v\|_U = \|u\|_U \|v\|_V,
\]
i.e., the continuity constant is unity.

(C.2) Inf-sup: Let \( 0 \neq u \in U \) be given. We consider the supremizer \( s_u \in V \) defined as \( (s_u, v)_V = b(u, v) = (u, S^*v)_U \) for all \( v \in V \). Since by definition of the inner product \( (s_u, v)_V = (S^*s_u, S^*v)_U \) for all \( v \in V \) we get \( S^*s_u = u \in U \). Then, by (2.2),
\[
\sup_{v \in V} \frac{|b(u, v)|}{\|v\|_V} = \sup_{v \in V} \frac{|(s_u, v)_V|}{\|s_u\|_V} = \|s_u\|_V = \|S^*s_u\|_U = \|u\|_U,
\]
i.e., \( \beta = 1 \) for the inf-sup constant.

(C.3) Surjectivity: Let \( 0 \neq v \in V \) be given. Then, there is a sequence \( (v_n)_{n \in \mathbb{N}} \subset C^{1,2}_{(T);(\Omega_T)} \) with \( v_n \neq 0 \), converging towards \( v \in V \). Since \( S^*_e \) is an isomorphism of \( C^{1,2}_{(T);(\Omega_T)} \) onto \( C([0,T];H) \), there is a unique \( u_n \) := \( S^*_e v_n \) \( \in C([0,T];H) \). Hence \( 0 \neq \|u_n\|_{C([0,T];H)} \neq \|v\|_V \). Possibly by taking a subsequence, \( (u_n)_{n \in \mathbb{N}} \) converges to a unique limit \( u_n \in L_2(I;H) \). We take the limit as \( n \rightarrow \infty \) on both sides of \( u_n = S^*v_n \) and obtain \( 0 \neq u_v = S^*v \in L_2(I;H) = U \). Finally, \( |b(u_v, v)| = |(u_v, S^*v)_U| = |(u_v, u_v)_U| = \|u_v\|_V > 0 \), which proves surjectivity and concludes the proof.

Remark 2.5. The essence of the above proof is the fact that \( U \) and \( V \) are related as \( U = S^*(V) \) and noting that \( N \) is self-adjoint up to initial versus terminal conditions.

Remark 2.6. For later reference, we note, that
\[
(2.12) \quad V \subseteq H^1_{(T)}(I;\mathbb{C}) \otimes \|H^1_0(\Omega;\mathbb{C}) \cap H^2(\Omega;\mathbb{C})\| =: V_o.
\]
Moreover, for \( v \in V \), we have
\[
\|v\|_V = \|S^*v\|_U = \|i\partial_t v + \frac{1}{2} \Delta x v - \mathcal{V} v\|_U \leq \|\partial_t v\|_U + \frac{1}{2} \|\Delta x v\|_U + \|\mathcal{V}\|_{L_\infty} \|v\|_U \leq C\|v\|_{H^{1,2}(\Omega_T)} =: C\|v\|_V.
\]

Corollary 2.7. If the unique solution \( u^* \in U \) is in \( C^{1,2}(\Omega_T;\mathbb{C}) \), then it satisfies (1.1) pointwise.

Proof. The proof is immediate by reverting the integration by parts.

3. Petrov-Galerkin Discretization. We determine a numerical approximation to the solution of a variational problem of the general form (1.2). To this end, one chooses finite-dimensional trial and test spaces, \( U_{\delta} \subseteq U, V_{\delta} \subseteq V \), respectively, where \( \delta \) is a discretization parameter to be explained later. For convenience, we assume that their dimension is equal, i.e., \( \mathcal{N}_{\delta} := \dim U_{\delta} = \dim V_{\delta} \). The Petrov-Galerkin method then reads
\[
(3.1) \quad \text{find } u_{\delta} \in U_{\delta}: \quad b(u_{\delta}, v_{\delta}) = g(v_{\delta}) \quad \text{for all } v_{\delta} \in V_{\delta}.
\]
As opposed to the coercive case, the well-posedness of (3.1) is not inherited from that of (1.2). In fact, in order to ensure uniform stability (i.e., stability independent

\[ We abbreviate \( H^{s,k}(\Omega_T) := H^s(I;H^k(\Omega)) \cong H^s(I) \otimes H^k(\Omega). \]
of the discretization parameter $\delta$), the spaces $U_\delta$ and $V_\delta$ need to be appropriately chosen in the sense that the discrete inf-sup (or LBB – Ladyshenskaja-Babuška-Brezzi) condition holds, i.e., there exists a $\beta_0 > 0$ such that

$$\beta_\delta := \inf_{u_\delta \in U_\delta} \sup_{v_\delta \in V_\delta} \frac{|b(u_\delta, v_\delta)|}{\|u_\delta\|_U \|v_\delta\|_V} \geq \beta_0 > 0,$$

where the crucial point is that $\beta_0$ is independent of $\delta$. The size of $\beta_0$ is also relevant for the error analysis, since the Xu-Zikatanov lemma [20] yields a best approximation result

$$\|u^* - u^*_\delta\|_U \leq \frac{1}{\beta_0} \inf_{w_\delta \in U_\delta} \|u^* - w_\delta\|_U$$

for the “exact” solution $u^*$ of (1.2) and the “discrete” solution $u^*_\delta$ of (3.1). This is also the key for an optimal error/residual relation, which is important for a posteriori error analysis (also within the reduced basis method).

### 3.1. A stable Petrov-Galerkin space-time discretization.

To properly discretize $V$, we consider the tensor product subspace $V_\delta \subset V$ introduced in (2.12) which allows for a straightforward finite element discretization. Hence, we look for a pair $U_\delta \subset U$ and $V_\delta \subset V_\delta$ satisfying (3.2) with a possibly large inf-sup lower bound $\beta_0$, i.e., close to unity. Constructing such a stable pair of trial and test spaces is again a non-trivial task, not only for the Schrödinger equation. It is a common approach to choose some trial approximation space $U_\delta$ (e.g. by splines) and then (try to) construct an appropriate according test space $V_\delta$ in such a way that (3.2) is satisfied. This can be done, e.g., by computing the supremizers for all basis functions in $U_\delta$ and then define $V_\delta$ as the linear span of these supremizers. However, this would amount to solve the original problem $N_\delta$ times, which is way too costly. We mention that this approach indeed works within the discontinuous Galerkin (dG) method, see, e.g., [24, 25]. We will follow a different path, also used in [14] for transport problems and in [16] for the wave equation. We first construct a test space $V_\delta$ by a standard approach and then define a stable trial space $U_\delta$ in a second step. This implies that the trial functions are no longer ‘simple’ splines but they arise from the application of the adjoint operator $S^*$ (which is here the same as the primal one except for initial/terminal conditions) to the test basis functions.

**Finite elements in time.** We start with the temporal discretization. We choose some integer $N_t > 1$ and set $\Delta t := T/N_t$. This results in a temporal “triangulation”

$$\mathcal{T}^{\text{time}}_{\Delta t} := \{t^{k-1} \equiv (k-1)\Delta t < t \leq k\Delta t \equiv t^k, 1 \leq k \leq N_t\}$$

in time. Then, we set

$$R_{\Delta t} := \text{span}\{g^1, ..., g^{N_t}\} \subset H^1_{\mathcal{T}}(I; \mathbb{R}),$$

e.g. piecewise linear splines on $\mathcal{T}^{\text{time}}_{\Delta t}$ with standard modification at the right end point of $I = [0, T]$. More general, we use a spline basis of degree $p_{\text{time}} \geq 1$.

---

*Of course, one could also use fully unstructured discretizations in space and time as opposed to a tensor product structure, [23]. However, for efficiency of the solution of the arising algebraic systems, the tensor product structure turned out to be very useful.*
**Discretization in space.** For the space discretization, we choose any conformal finite element space

\[(3.5) \quad Z_h := \text{span}\{\phi_1, ..., \phi_{N_h}\} \subset H^1_0(\Omega; \mathbb{R}) \cap H^2(\Omega; \mathbb{R}), \]

e.g. piecewise quadratic finite elements with homogeneous Dirichlet boundary conditions. For later reference, we choose a spline basis of degree \(p_{\text{space}} \geq 2\).

In any case, we assume to have standard spline approximation results of the following form available

\begin{align}
(3.6a) \quad \inf_{r_{\Delta t} \in R_{\Delta t}} \|r - r_{\Delta t}\|_{H^r(\Omega)} &\leq (\Delta t)^{\ell + 1 - r} \|r\|_{H^{\ell + 1}(\Omega)}, \quad 0 \leq r \leq \ell \leq p_{\text{time}}, \\
(3.6b) \quad \inf_{z_h \in Z_h} \|z - z_h\|_{H^r(\Omega)} &\leq h^{\ell + 1 - r} \|z\|_{H^{\ell + 1}(\Omega)}, \quad 0 \leq r \leq \ell \leq p_{\text{space}}.
\end{align}

**Complex-valued test and trial space in space and time.** Then, we define the test space as

\[(3.7) \quad \mathbb{V}_\delta := \text{span}_{c}(R_{\Delta t} \otimes Z_h) \subset \mathbb{V}_0 \subset \mathbb{V}, \quad \delta = (\Delta t, h),\]

\[= \text{span}_{c}\{\varphi_\nu := \varphi^k \otimes \phi_i : k = 1, ..., N_i, i = 1, ..., N_h, \nu = (k, i)\} = \left\{ \sum_{\nu=(k,i)=(1,1)} c_{\nu} \varphi_\nu : c_{\nu} \in \mathbb{C} \right\},\]

which is a complex-valued tensor product space of dimension \(N_\delta = N_t \cdot N_h\). Moreover, by (3.6) and Remark 2.6

\[(3.8) \quad \inf_{v_\delta \in \mathbb{V}_\delta} \|v - v_\delta\|_{\mathbb{V}} \leq C \inf_{v_\delta \in \mathbb{V}_\delta} \|v - v_\delta\|_{\mathbb{V}_0} = O((\Delta t)^k + h^{m-1}),\]

provided that \(v \in H^{k+1, m+1}(\Omega; \mathbb{R}), 1 \leq k \leq p_{\text{time}} - 1, 1 \leq m \leq p_{\text{space}} - 1\).

The trial space \(\mathbb{U}_\delta\) is constructed by applying the adjoint operator \(S^*\) to each test basis function, i.e., for \(\mu = (\ell, j)\) and \(A = -\Delta\)

\[\psi_\mu := S^*(\varphi_\mu) = S^*(\varphi^k \otimes \phi_j) = (i\partial_k - \frac{1}{2}\Delta_x + \mathcal{V})(\varphi^k \otimes \phi_j),\]

i.e., \(\mathbb{U}_\delta := S^*(\mathbb{V}_\delta) = \text{span}\{\psi_\nu : \nu = 1, ..., N_\delta\}.\) Since \(S^*\) is an isomorphism of \(\mathbb{V}\) onto \(\mathbb{U}\), the functions \(\psi_\nu\) are in fact linearly independent. A sample is shown in Figure 1.

**Proposition 3.1.** For the space \(\mathbb{V}_\delta\) defined in (3.7) and \(\mathbb{U}_\delta := S^*(\mathbb{V}_\delta)\), we have

\[\beta_\delta := \inf_{u_\delta \in \mathbb{U}_\delta} \sup_{v_\delta \in \mathbb{V}_\delta} \frac{|b(u_\delta, v_\delta)|}{\|u_\delta\|_{\mathbb{U}} \|v_\delta\|_{\mathbb{V}}} = 1.\]

In particular, the Petrov-Galerkin problem (3.1) admits a unique solution \(u_\delta \in \mathbb{U}_\delta\).

**Proof.** Let \(0 \neq u_\delta \in \mathbb{U}_\delta \subset \mathbb{U}\). Then, since \(\mathbb{U}_\delta = S^*(\mathbb{V}_\delta)\) there exists a unique \(z_\delta \in \mathbb{V}_\delta\) such that \(S^*z_\delta = u_\delta\). Hence

\[\sup_{v_\delta \in \mathbb{V}_\delta} \frac{|b(u_\delta, v_\delta)|}{\|u_\delta\|_{\mathbb{U}} \|v_\delta\|_{\mathbb{V}}} \geq \frac{|b(u_\delta, z_\delta)|}{\|u_\delta\|_{\mathbb{U}} \|z_\delta\|_{\mathbb{V}}} = \frac{|(u_\delta, S^*z_\delta)_{\mathbb{V}}|}{\|u_\delta\|_{\mathbb{U}} \|z_\delta\|_{\mathbb{V}}} = \frac{|(u_\delta, u_\delta)_{\mathbb{U}}|}{\|u_\delta\|_{\mathbb{U}} \|B^*z_\delta\|_{\mathbb{U}}}\]

\[\text{Use } r = 1, \ell = k \text{ in time and } r = 2, \ell = \text{ in space in (3.6)}.\]
On the other hand, by the Cauchy-Schwarz inequality, we have

$$\sup_{v_δ \in V_δ} \frac{|b(u_δ, v_δ)|}{\|u_δ\|_U \|v_δ\|_V} = \sup_{v_δ \in V_δ} \frac{|(u_δ, S^* v_δ)|_U}{\|u_δ\|_U \|S^* v_δ\|_U} \leq \sup_{v_δ \in V_δ} \frac{\|u_δ\|_U \|S^* v_δ\|_U}{\|u_δ\|_U \|S^* v_δ\|_U} = 1,$$

which proves the claim.

### 3.2. Approximation properties

In view of (3.3) and Proposition 3.1 we can further detail the error as follows. Denoting by $v^* \in V$ the unique element such that $S^* v^* = u^*$, we get by (3.8) that

$$\|u^* - u^*_δ\|_U = \inf_{u_δ \in U_δ} \|u^* - u_δ\|_U = \inf_{v_δ \in V_δ} \|S^* v^* - S^* v_δ\|_U$$

$$= \inf_{v_δ \in V_δ} \|v^* - v_δ\|_V = O((\Delta t)^k + h^{m-1}),$$

provided that $u^* \in H^{k+1,m+1}(\Omega_T; \mathbb{C})$, $1 \leq k \leq p_{\text{time}} - 1$, $1 \leq m \leq p_{\text{space}} - 1$ and $U_δ \subset H^{k+1,m+1}(\Omega_T; \mathbb{C})$ (which can be realized by choosing sufficiently smooth test functions). This means that we obtain a desired rate of approximation by choosing the test space appropriately (as long as the solution $u^*$ is sufficiently smooth).

### 3.3. Norm-preservation

The absolute squared value of the wave function (its energy) at a given time is interpreted in quantum mechanics as a probability measure for finding a particle in a given place. Therefore, the energy should be a probability measure for all times, which is termed norm-preserving property.

**Definition 3.2.** A function $\psi \in C(\mathcal{T}; H)$ is called norm-preserving, if $\|\psi(t)\|_H = \|\psi(0)\|_H$ for all $t \in [0, T]$.

**Remark 3.3.** The solution $u^*$ and the discrete solution $u^*_δ$, respectively, can only be norm-preserving if $g \equiv 0$ in (1.1). In fact, $g$ acts as an external force, so that $g \neq 0$ would add additional energy.

Since norm-preservation is a crucial property from an application point of view, we will discuss it within the space-time framework, both in the infinite and the finite-dimensional case. The space-time framework involves integration over time, so that pointwise properties like norm-preservation in the above sense is by no means obvious.

---

\(^b\)This is achieved by using (3.6) with $r = 1, \ell = k$ in time and $r = 2, \ell = m$ in space.
This also holds in particular for a Petrov-Galerkin discretization. A more standard discretization is to first discretize in space (by a suitable method of choice), so that it remains to choose a time-stepping scheme. Those schemes can be constructed in such a way that they are energy-preserving, e.g. [26,27]. A Petrov-Galerkin method in space and time does not need to be a time-marching scheme. Hence, preservation from one time step to the next one cannot be an issue.

For the subsequent analysis, we need some assumptions, which we collect for brevity.

**Assumption 3.4.** (A.1) Let $g \equiv 0$.

(A.2) Assume that the initial condition is smooth, i.e., $u_0 \in V$.

(A.3) The potential $V$ is assumed to have the following properties: it is

(a) uniformly bounded, i.e., $\|V(t)\|_H \leq C_V \|\phi\|_H$ for all $\phi \in H$, $C_V < \infty$;

(b) uniformly positive, i.e., $(V(t)\phi, \phi)_H \geq \alpha_V \|\phi\|_H^2$ for all $\phi \in H$, $\alpha_V > 0$;

(c) hermitian, i.e., $(V(t)\phi, \varphi)_H = (\phi, V(t)\varphi)_H$ for all $\phi, \varphi \in H$;

(d) differentiable w.r.t. $t$.

We note that Assumption 3.4(A.3) implies that $a_t(\phi, \phi) \in \mathbb{R}$ for all $\phi \in V$, which will be crucial in the sequel.

**Remark 3.5.** Assumption 3.4(A.3) implies that the sesquilinear form $a_t$ defined in (2.3) is hermitian, bounded and coercive on $V$ as well as weakly differentiable in time with bounded time-derivative $a_t(\cdot, \cdot)$.

### 3.3.1. Continuous case

Using Assumption 3.4, it is well-known that the following variational problem admits a unique solution: find $u \in L_2(I; V) \cap H^1(I; V') \mapsto C(\bar{T}; H)$ satisfying $u(0) = u_0$ in $H$ such that

$$
\int_0^T \{i(\partial_t u(t), v_1(t))_{V' \times V} - a_t(u(t), v_1(t))\} dt + i\langle u(0), v_2 \rangle_{V \times V'} = i\langle u_0, v_2 \rangle_{V \times V'}
$$

(3.9)

for all test functions $v = (v_1, v_2) \in L_2(I; V) \times V'$, see e.g. [1,4]. Moreover, the solution $u$ is norm-preserving, which can easily be seen by choosing $v_1 = u$ and $v_2 = -iu(0)$ in (3.9) and considering the imaginary part, which yields

$$
\int_0^T \frac{d}{dt} \|u(t)\|_H^2 dt = \|u(T)\|_H^2 - \|u(0)\|_H^2 = 0,
$$

(3.10)

which implies $\|u(T)\|_H = \|u(0)\|_H$. Since (3.10) is valid for any $T > 0$ we obtain the norm-preserving property of the analytical solution. The norm-preserving property of the ultra-weak solution follows immediately by the following proposition:

**Proposition 3.6.** Let Assumption 3.4 be satisfied and assume that the weak solution of (3.9) is $u^* \in L_2(I; V) \cap H^1(I; V')$. Then $u^*$ is the (unique) weak solution of

$$
(u, S^* v)_U = i\langle u_0, v(0) \rangle_H, \quad \forall v \in V.
$$

(3.11)

**Proof.** Due to the assumed regularity of $u^*$, we can perform integration by parts in (3.9) and obtain

$$
i \int_0^T \langle \partial_t u^*(t), v(t) \rangle_{V' \times V} dt - \int_0^T a_t(u^*(t), v(t)) dt + i\langle u^*(0), v(0) \rangle_H = (u^*, S^* v)_U,
$$

for all $v \in V$. Since $V \subset L_2(I; V)$, we can use (3.9) with $v_1 = v$ and $v_2 = v(0)$ and obtain $(u^*, S^* v)_U = i\langle u_0, v(0) \rangle_H$, i.e., (3.11).
Corollary 3.7. Under the assumptions of Proposition 3.6 the ultra-weak solution $u^*$ of (3.11) has additional regularity $u^* \in L^2(I;V) \cap H^1(I;V')$ and is norm-preserving.

Proof. Assumption 3.4 yields a smooth solution $u^* \in L^2(I;V) \cap H^1(I;V')$ of (3.9), which by Proposition 3.6 coincides with the unique ultra-weak solution of (3.11). Hence, we obtain additional regularity and (3.10) yields norm preservation.

Remark 3.8. We can assume weaker assumptions for $a_i(\cdot,\cdot)$ to obtain a unique solution of (3.9) satisfying the norm-preserving property. In fact, it is sufficient to assume that $a_i(\cdot,\cdot)$ satisfies a Gårding inequality on $V$, see e.g. [1, 4].

3.3.2. Discrete case. As mentioned above, we would like also the discrete system to be norm-preserving. For time-stepping schemes, there are several methods ensuring norm-preservation. Note, that also certain space-time Petrov-Galerkin discretizations can be interpreted as a time-stepping method, so that one can investigate norm-preservation – and in turn a Crank-Nicolson scheme can be shown to be a special case of a Petrov-Galerkin space-time discretization, [22, 28]. However, in a more general Petrov-Galerkin space-time discretization, we cannot hope to have an analogous time-stepping scheme, in particular since trial and test space are constructed in order to ensure stability (and not in order to arrive at a time-stepping scheme).

Inf-sup-optimal discretization. Let $u^*_\delta \in U_\delta$ be the unique solution of the ultra-weak Petrov-Galerkin formulation (3.1), where $U_\delta := S^*(V_\delta)$. Let Assumption 3.4 hold, so that $u^* \in L^2(I;V) \cap H^1(I;V')$. Hence, it makes sense to choose $U_\delta \subset L^2(I;V) \cap H^1(I;V')$, i.e., with extra regularity. This can easily be realized by choosing the test functions $V_\delta$ with sufficient regularity. Then, we can perform integration by parts as above and obtain for all $v_\delta \in V_\delta$ that

$$
(i(u_{0,\delta}, v_\delta(0))_H = (u^*_\delta, S^* v_\delta)_U
= i \int_0^T \langle \partial_t u^*_\delta(t), v_\delta(t) \rangle_{V' \times V} \, dt - \int_0^T a_t(u^*_\delta(t), v_\delta(t)) \, dt + i(u^*_\delta(0), v_\delta(0))_H,
$$

where $u_{0,\delta} \in U_\delta$ denotes a suitable approximation of the initial condition $u_0 \in V$. Hence, $u^*_\delta(0) = u_{0,\delta}$ and by taking real and imaginary parts,

$$
(3.12) \quad \int_0^T \langle \partial_t u^*_\delta(t), v_\delta(t) \rangle_{V' \times V} \, dt = \int_0^T a_t(u^*_\delta(t), v_\delta(t)) \, dt = 0.
$$

However, we cannot deduce norm-preservation from (3.12) since $V_\delta \not\subset U_\delta$, so that we cannot test (3.12) with $u_\delta$ in place of $v_\delta$.

Moreover, in the minimal regularity case (i.e., if Assumption 3.4 is not valid), the solution might not be in $C(I;H)$, so that $\|u^*_\delta(T)\|_H$ might not even be defined. This is only the case, when we choose a sufficiently smooth discretization $V_\delta$ so that $U_\delta \subset C(I;H)$, which can of course be realized by choosing e.g. splines of higher order.

Proposition 3.9. Let Assumption 3.4 be satisfied and choose $V_\delta$ in such a way that $U_\delta = S^*(V_\delta) \subset L^2(I;V) \cap H^1(I;V') \cap L^2(I;H^2(\Omega;\mathbb{C}))$. Then, the discrete solution is asymptotically norm-preserving, i.e.,

$$
\left| \|u^*_\delta(T)\|^2_H - \|u^*_\delta(0)\|^2_H \right| = O(\Delta t + h).
$$
The above considerations show that the inf-sup-optimal Galerkin discretization.

We will investigate this in our subsequent numerical experiments in §

price to pay is –as maybe expected– suboptimal inf-sup stability.

norm-preserving discretization, we indicate a possible space-time discretization. The discretization is asymptotically norm-preserving, but not exactly. If one insists of a

\[ \|u_\delta(T)\|_H^2 - \|u_\delta(0)\|_H^2 = \int_0^T \frac{d}{dt} \|u_\delta(t)\|_H^2 dt = 2 \mathbb{R} \int_0^T \langle \dot{u}_\delta(t), u_\delta^*(t) \rangle_{V', V} dt \]

\[ = 2 \mathbb{R} \int_0^T \langle \dot{u}_\delta(t), u_\delta^*(t) - v_\delta(t) \rangle_{V', V} dt \]

\[ \leq 2 \|\dot{u}_\delta\|_{L_2(I; V')} \|u_\delta^* - v_\delta\|_{L_2(I; V)}. \]

Since this holds for any \( v_\delta \in V_\delta \), we can pass to the infimum and use

\[ \inf_{v_\delta \in V_\delta} \|u_\delta^* - v_\delta\|_{L_2(I; V)} = \mathcal{O}(\Delta t + h) \]

by standard spline approximation results in (3.6). Finally, due to convergence as \( \delta \to 0 \) and the additional approximation, the term \( \|u_\delta^*\|_{L_2(I; V')} \) is uniformly bounded. \( \Box \)

In case of higher regularity, the above result can be improved.

**Corollary 3.10.** If in addition to the assumptions of Proposition 3.9 one has

\( u \in H^{k,m+1}(\Omega_T; \mathbb{C}), 1 \leq k \leq p_{\text{time}}, 1 \leq m \leq p_{\text{space}} \) and \( \mathbb{U}_\delta \subset H^{k,m+1}(\Omega_T; \mathbb{C}) \), then

\[ \|u_\delta(T)\|_H^2 - \|u_\delta(0)\|_H^2 = \mathcal{O}((\Delta t)^k + h^m). \]

**Proof.** The proof is the same as the proof of Proposition 3.9 but using (3.6) with \( r = k, \ell = 1 \) in time and \( r = 1, \ell = m + 1 \) in space.

Hence, the quantity \( d_\delta(T) := \|u_\delta(T)\|_H - \|u_\delta(0)\|_H \) can expected to be “small”.

We will investigate this in our subsequent numerical experiments in §4.

**Galerkin discretization.** The above considerations show that the inf-sup-optimal discretization is asymptotically norm-preserving, but not exactly. If one insists of a norm-preserving discretization, we indicate a possible space-time discretization. The price to pay is –as maybe expected– suboptimal inf-sup stability.

**Definition 3.11.** For to spaces \( \mathbb{U}_\delta \subset \mathbb{U}, \mathbb{V}_\delta \subset \mathbb{V} \subset \mathbb{U} \), we define the maximal relative distance by

\[ \varepsilon_\delta := \sup_{v_\delta \in \mathbb{V}_\delta} \inf_{u_\delta \in \mathbb{U}_\delta} \frac{\|u_\delta - v_\delta\|_U}{\|v_\delta\|_V}. \]

Obviously, this quantity ensures that for all \( v_\delta \in \mathbb{V}_\delta \) there exists some \( u_\delta(v_\delta) \in \mathbb{U}_\delta \) such that \( \|v_\delta - u_\delta(v_\delta)\|_U \leq \varepsilon_\delta \|v_\delta\|_V \) and by triangle inequality

\[ (1 - \varepsilon_\delta) \|v_\delta\|_V \leq \|u_\delta(v_\delta)\|_U \leq (1 + \varepsilon_\delta) \|v_\delta\|_V. \]

**Proposition 3.12.** We have \( \varepsilon_\delta = \mathcal{O}((\Delta t)^k + h^m) \), \( 1 \leq k \leq p_{\text{time}}, 1 \leq m \leq p_{\text{space}}, \) if \( u^*, \mathbb{U}_\delta \subset H^{k,m}(\Omega_T) \).

**Proof.** We use the spline approximation (3.6) for \( r = 0, \ell = k - 1 \) in time and \( r = 0, \ell = m - 1 \) to obtain that \( \|u_\delta - v_\delta\|_U \leq C ((\Delta t)^k + h^m) \|v_\delta\|_V \), which yields the claim. \( \Box \)

**Proposition 3.13.** Let \( \mathbb{U}_\delta = S^*(\mathbb{V}_\delta) \), then the sesquilinear form \( b(\cdot, \cdot) \), given in (2.4a), satisfies

\[ \tilde{\beta}_\delta := \inf_{v_\delta \in \mathbb{V}_\delta} \sup_{u_\delta \in \mathbb{U}_\delta} \frac{b(v_\delta, u_\delta)}{\|v_\delta\|_V \|u_\delta\|_V} \geq 1 - 2\varepsilon_\delta. \]

---

1Using \( r = 0, \ell = 1 \) in time and \( r = 1, \ell = 2 \) in space.

2Note the higher order norm on the right-hand side.
In particular, for any \( g \in \mathcal{V} \) the Galerkin problem

\[
(3.16) \quad \text{find } v_\delta \in \mathcal{V}_\delta : \quad b(v_\delta, w_\delta) = g(w_\delta) \quad \text{for all } w_\delta \in \mathcal{V}_\delta
\]

admits a unique solution provided that \( \varepsilon_\delta < \frac{1}{2} \).

**Proof.** Let \( u_\delta \in \mathcal{V}_\delta \) and choose \( u_\delta(v_\delta) \in U_\delta \) satisfying (3.14). Then, Proposition 3.1 ensures that

\[
\sup_{w_\delta \in \mathcal{V}_\delta} \frac{|b(u_\delta(v_\delta), w_\delta)|}{\|w_\delta\|_\mathcal{V}} = \|u_\delta(v_\delta)\|_U.
\]

Denote by \( T v_\delta \in \mathcal{V}_\delta \) the argument of the previous supremum, i.e., \( |b(u_\delta(v_\delta), Tv_\delta)| = \|u_\delta(v_\delta)\|_U \|Tv_\delta\|_\mathcal{V} \). Then, we obtain by the boundedness of the bilinear form \( b(\cdot, \cdot) \) with continuity constant being unity

\[
|b(v_\delta, Tv_\delta)| = |b(u_\delta(v_\delta), Tv_\delta) + b(v_\delta - u_\delta(v_\delta), Tv_\delta)|
\geq |b(u_\delta(v_\delta), Tv_\delta)| - \|v_\delta - u_\delta(v_\delta)\|_U \|Tv_\delta\|_\mathcal{V}
\geq \left|\|u_\delta(v_\delta)\|_U \|Tv_\delta\|_\mathcal{V} - \varepsilon_\delta \|v_\delta\|_\mathcal{V} \right| \|Tv_\delta\|_\mathcal{V}
\geq (1 - \varepsilon_\delta) \|v_\delta\|_\mathcal{V} \|Tv_\delta\|_\mathcal{V} - \varepsilon_\delta \|v_\delta\|_\mathcal{V} \|Tv_\delta\|_\mathcal{V} = (1 - 2\varepsilon_\delta) \|v_\delta\|_\mathcal{V} \|Tv_\delta\|_\mathcal{V}.
\]

Hence,

\[
\sup_{w_\delta \in \mathcal{V}_\delta} \frac{|b(v_\delta, w_\delta)|}{\|w_\delta\|_\mathcal{V} \|v_\delta\|_\mathcal{V}} \geq \frac{|b(v_\delta, Tv_\delta)|}{\|Tv_\delta\|_\mathcal{V} \|v_\delta\|_\mathcal{V}} \geq 1 - 2\varepsilon_\delta,
\]

i.e., (3.15). Moreover, continuity \( |b(v_\delta, w_\delta)| \leq \|v_\delta\|_U \|w_\delta\|_\mathcal{V} \leq \|v_\delta\|_\mathcal{V} \|w_\delta\|_\mathcal{V} \) is easily seen by Theorem 2.4. Finally, for \( v_\delta \neq 0 \), we have \( b(v_\delta, v_\delta) = (v_\delta, S^*v_\delta)_U \neq 0 \), so that the well-posedness of (3.16) due to Theorem 2.1.

Now, we follow the same path as in the continuous case by specifying (3.16) for the special case of a right-hand side, namely

\[
(3.17) \quad \text{find } v_\delta \in \mathcal{V}_\delta : \quad b(v_\delta, w_\delta) = (v_\delta, S^*w_\delta)_U = i(u_{0,\delta}, w_\delta(0))_H \quad \forall w_\delta \in \mathcal{V}_\delta.
\]

As in the continuous case, integration by parts ensures that (3.17) is equivalent to

\[
\int_0^T \{i(\partial_t v_\delta(t), w_{\delta,1}(t))_{\mathcal{V}' \times \mathcal{V}} - a_1(v_\delta(t), w_{\delta,1}(t)) \} dt + i(v_\delta(0), w_{\delta,2})_{\mathcal{V}' \times \mathcal{V}} =
\]

\[
= i(u_{0,\delta}, w_{\delta,2})_{\mathcal{V}' \times \mathcal{V}}
\]

for all \( w_\delta = (w_{1,\delta}, w_{2,\delta}) \in \mathcal{V}_\delta \times V_h \). Now, we can choose \( w_\delta = (v_\delta - i\varepsilon_\delta(0)) \) and taking imaginary parts yield \( \|v_\delta(T)\|_H = \|u_\delta(0)\|_H \), i.e., the norm of the discrete initial data is preserved.

**Remark 3.14.** From the above considerations, we can deduce that we cannot expect optimal inf-sup (i.e., error and residual coincide) and norm-preservation at the same time. Hence, one must decide which of the two properties is more important from an application point of view.

4. Ultra-Weak Numerical Solution. In this section, we derive the algebraic system arising from the ultra-weak formulation and describe its solution. The potential is multiplicative (i.e., independent of the wave function), so that the arising algebraic system is a linear one.
4.1. The linear system. To derive the stiffness matrix, we start by using arbitrary discrete spaces \( k \) induced by \( \{ \psi_\mu := \sigma^\ell \otimes \xi_j : \mu = 1, \ldots, N_\delta \} \) for the trial and \( \{ \varphi_\nu = \delta^k \otimes \phi_i : \nu = 1, \ldots, N_\delta \} \) for the test space. Using the notation \( [S_{\delta}]_{\mu,\nu} = \langle \psi_\mu, \varphi_\nu \rangle \), we get

\[
[S_{\delta}]_{(\ell,j),(k,i)} = b(\psi_\mu, \varphi_\nu) = (\psi_\mu, S^* \varphi_\nu) = (\sigma^\ell \otimes \xi_j, (i\partial_t + \frac{1}{2} \Delta_x - \mathcal{V})\delta^k \otimes \phi_i)
\]

(4.1)

In the specific case \( \psi_\mu = S^*(\varphi_\mu) \), we get the representation

\[
[S_{\delta}]_{(\ell,j),(k,i)} = b(\psi_\mu, \varphi_\nu) = (\psi_\mu, S^* \varphi_\nu) = (\sigma^\ell \otimes \xi_j, (i\partial_t + \frac{1}{2} \Delta_x - \mathcal{V})(\delta^k \otimes \phi_i)) = (\psi_\mu, (i\partial_t + \frac{1}{2} \Delta_x - \mathcal{V})(\delta^k \otimes \phi_i)).
\]

Now, we need to take the rules for complex integration into account and get

\[
[S_{\delta}]_{(\ell,j),(k,i)} = b(\psi_\mu, \varphi_\nu) = (\psi_\mu, S^* \varphi_\nu) = (\sigma^\ell \otimes \xi_j, (i\partial_t + \frac{1}{2} \Delta_x - \mathcal{V})(\delta^k \otimes \phi_i))
\]

(4.2)

so that

\[
S_{\delta} = A_{\Delta t} \otimes M_h + \frac{1}{2} M_{\Delta t} \otimes A_h - \frac{1}{2}(\mathcal{V}_h + \mathcal{V}_h^T) + \mathcal{W}_{\delta}
\]

(4.3)

where

\[
[A_{\Delta t}]_{\ell,\ell} := (\dot{q}^\ell, \delta^k)_{L^2(\Omega)}, \quad [A_h]_{j,j} := (\Delta_x \phi_j, \Delta_x \phi_j)_{L^2(\Omega)}
\]

\[
[M_{\Delta t}]_{\ell,\ell} := (q^\ell, \delta^k)_{L^2(\Omega)}, \quad [M_h]_{j,j} := (\phi_j, \phi_j)_{L^2(\Omega)}
\]

\[
[N_{\Delta t}]_{\ell,\ell} := (\dot{q}^\ell, \dot{q}^k)_{L^2(\Omega)}, \quad [N_h]_{j,j} := (\Delta_x \phi_j, \phi_j)_{L^2(\Omega)}
\]

as well as

\[
[U_{\delta}]_{(\ell,j),(k,i)} := (V[\dot{q}^\ell \otimes \phi_j], \delta^k \otimes \phi_i)_{L^2(\Omega)},
\]

\[
[V_{\delta}]_{(\ell,j),(k,i)} := (\dot{q}^\ell \otimes \Delta_x \phi_j, V[\delta^k \otimes \phi_i])_{L^2(\Omega)},
\]

\[
[W_{\delta}]_{(\ell,j),(k,i)} := (\dot{q}^\ell \otimes \phi_j, V[\delta^k \otimes \phi_i])_{L^2(\Omega)}.
\]

The latter three matrices \( U_{\delta}, V_{\delta} \) and \( W_{\delta} \) involve the potential \( \mathcal{V} \) and are thus, in general, not separable. However, there are several methods to (at least) approximate \( \mathcal{V}(t, x) \) in terms of a sum of separable functions. Hence, let us for simplicity assume that \( \mathcal{V} \) is a tensorproduct, i.e.,

\[
\mathcal{V}(t, x) = \Theta(t) \Xi(x), \quad t \in I, x \in \Omega
\]

(4.4)
for functions $\Theta \in L_\infty(I;\mathbb{R})$ and $\Xi \in L_\infty(\Omega;\mathbb{R})$. In that case, we can further detail the matrices $U_\delta$, $V_\delta$ and $W_\delta$ as follows:

\[
U_\delta |_{(k,i),(j,l)} = (\nabla g^k \otimes \phi_i, \nabla g^l \otimes \phi_j)_{L^2(\Omega_T)} = (\Theta g^k, g^l)_{L^2(\Omega)},
\]

\[
V_\delta |_{(k,i),(j,l)} = (g^k \otimes \Delta x \phi_j, \nabla g^l \otimes \phi_i)_{L^2(\Omega_T)} = (g^k, \Theta g^l)_{L^2(\Omega)} (\Delta x \phi_j, \Xi \phi_i)_{L^2(\Omega)},
\]

\[
W_\delta |_{(k,i),(j,l)} = (\nabla g^k \otimes \phi_i, \nabla g^l \otimes \phi_j)_{L^2(\Omega_T)} = (\Theta g^k, \Theta g^l)_{L^2(\Omega)} (\Xi \phi_j, \Xi \phi_i)_{L^2(\Omega)}.
\]

Finally, let us now detail the right-hand side. Recall from (2.4b), that $g(v) = (f, v)_\Omega$. Hence,

\[
[g_\delta]_{\nu} = [g_\delta]_{(k,i)} = \langle g, g^k \otimes \phi_i \rangle_{V \times V} + i \langle \psi_0, g^k(0) \otimes \phi_i \rangle_{L^2(\Omega;\mathbb{C})}
= \int_0^T \int_\Omega g(t,x) g^k(t) \phi_i(x) \, dx \, dt + i \int_\Omega \psi_0(x) \phi_i(x) \, dx
\]

Using appropriate quadrature formulae results in a numerical approximation, which we will again denote by $g_\delta$. Then, solving the linear system $S_\delta u_\delta = g_\delta$ yields the expansion coefficients of the desired approximation $u_\delta \in U_\delta$ as follows: Let $u_\delta = (u_\mu)_{\mu = 1, \ldots, N_\delta} \in C^{N_\delta}$, $\mu = (k,i)$, then we obtain

\[
u = \sum_{\mu = 1}^{N_\delta} u_\mu \phi_\mu(t,x) = \sum_{k=1}^{N_\delta} \sum_{i=1}^{N_\delta} u_{k,i} \sigma^k(x) \xi_i(x),
\]

in the general case and for the special one, i.e., $\psi_\mu = S^*(\varphi_\mu)$ under the assumption (4.4), we obtain

\[
u = \sum_{\mu = 1}^{N_\delta} u_\mu \phi_\mu(t,x)
= \sum_{k=1}^{N_\delta} \sum_{i=1}^{N_\delta} u_{k,i} \left( i g^k(t) \phi_i(x) + \frac{i}{2} g^k(t) \Delta x \phi_i(x) - \Theta(t) g^k(t) \Xi(x) \phi_i(x) \right).
\]

### 4.2. Numerical solution of the algebraic linear system.

For our numerical experiments we simply use MATLAB’s `mldivide` (i.e., the backslash operator), which allows us to solve a system of linear equations with complex-valued entries. The development of more sophisticated solvers is devoted to future work, [16]. Recalling the form (4.3) of the stiffness matrix and writing the vectors $u_\delta$ and $g_\delta$ of the desired solution and the right-hand side in the form $u_\delta = x_\delta + i y_\delta$ and $g_\delta = b_\delta + i c_\delta$ with real-valued vectors of dimension $N_\delta$ each, we need to solve the block system

\[
\begin{pmatrix}
A_\delta & -B_\delta \\
B_\delta & A_\delta
\end{pmatrix}
\begin{pmatrix}
x_\delta \\
y_\delta
\end{pmatrix}
= \begin{pmatrix} b_\delta \\
c_\delta
\end{pmatrix}
\]

to obtain real and imaginary part of the coefficient vector in (4.5).

### 4.3. Conditioning.

Since we use a direct method to solve the algebraic linear system, we did not use preconditioning for our numerical experiments. The reason is that we are mainly interested in the quantitative performance of the proposed discretization and will devote the development of specific linear solvers to future work. To give an impression of that issue, we note, that following [16], efficient iterative numerical solvers can be constructed by taking advantage of the tensor product nature.


of the linear system, preconditioning methods and a tailored Galerkin projection. In fact, for the spectral condition number $\kappa_2$ of the system matrix $S_\delta$ obtained by the Schrödinger equation of a free particle, we observe a similar asymptotic behavior as for the system matrix of the Poisson problem, namely $\kappa_2 = O(1/\delta^2)$, see Figure 2.

5. Numerical Experiments. In this section, we present some results of our numerical experiments concerning the proposed ultra-weak variational formulation for the Schrödinger equation. We restrict ourselves to the Schrödinger equation for a free particle in a 1D potential well, i.e., for the unit interval $\Omega := (0, 1)$, we consider the model problem (1.1) with $V \equiv 0$ and $g \equiv 0$, which is a quite simple and well-understood problem in quantum mechanics, see e.g. [13] for some numerical investigations.

We choose uniform discretizations, i.e., dyadic uniform meshes in space and time of grid size $\Delta t = 2^{-j_{\text{time}}}$ and $h = 2^{-j_{\text{space}}}$, i.e.:

$$T_{\Delta t} = k \Delta t \quad \text{and} \quad T_{h}^{\text{space}} = \ell h, \quad k = 0, \ldots, 2^{j_{\text{time}}}, \ell = 0, \ldots, 2^{j_{\text{space}}}.$$ 

Here $j_{\text{time}}, j_{\text{space}} \in \mathbb{N}$ denote the refinement level of the temporal or spatial discretization, respectively. In order to demonstrate the stability of the method, we investigate several combinations of $j_{\text{time}}$ and $j_{\text{space}}$, i.e., $j_{\text{time}} = j_{\text{space}} - 1$, $j_{\text{time}} = j_{\text{space}}$ and $j_{\text{time}} = j_{\text{space}} + 1$, see also Figure 2 above.

On these grids, we build the Petrov-Galerkin discretization according to §3.1, namely $U_\delta = S^\ast(V_\delta)$ as well as $V_\delta = R_{\Delta t} \otimes Z_h$. For those cases, where we use continuous trial functions, $R_{\Delta t}$ is spanned by B-Splines of order 3 and $Z_h$ by B-Splines of order 4. We use the MATLAB spline package from [13].

5.1. Uniform stability. We first check the uniform stability, namely if we can observe that $\beta_\delta = 1$, independent of the discretization $\delta = (\Delta t, h)$. The results are shown in Table 1 conform this expectation. We do not need any CFL-condition fixing the relation of temporal and spatial discretization.

5.2. Approximation and norm preservation. Next, we investigate the rate of approximation of the ultra-weak discretization as well as the quantity

$$d_\delta(T) := \|u_\delta(T)\|_H - \|u_\delta(0)\|_H,$$

(5.1)
measuring the deviation from norm preservation, see Definition 3.2 and Proposition 3.9. Both quantities may depend on the regularity of the solution, which in turn can be controlled by varying the initial condition $u_0$. Hence, we investigate three cases, namely:

(a) **Smooth case**: choose a smooth initial condition $u_0(x) = \sqrt{2} \sin(\pi x) \in C^\infty(\Omega) \cap C(\Omega)$, where $\|u_0\|_H = 1$, which yields a closed form of the analytical solution $u(t,x) = u_0(x) \exp(-i\pi^2 t/4)$, see also [13].

(b) **Sobolev case**: choose $u_0(x) = -3|\cdot - 0.5|^{3/2} \in H^1_0(\Omega)$, such that with $\|u_0\|_H = 1$. Since an analytical solution is not available, we construct a reference solution by a sufficiently accurate time-stepping scheme, based on the standard semi-variational formulation. We used an implicit Euler scheme in time with $\Delta t = 2^{-14}$ and B-Splines of order 2 and level $j_{\text{space}} = 11$ for spanning $V_h$ in space.

(c) **Nonsmooth case**: The function $u_0(x) = 2 \cdot 1_{[0.25,0.75]}(x) \in L^2(0,1)$ is discontinuous with $\|u_0\|_H = 1$. Again, we compute a reference solution by time-stepping. Here, we use the implicit Euler scheme with $\Delta t = 2^{-14}$ and B-Splines of order 3 and level $j_{\text{space}} = 11$ in space.

### 5.3. Approximation

As we know that the regularity of the solution is determined by the smoothness of the initial condition, we expect the rate of approximation to depend on this. First, we note, that the asymptotic rate of convergence does not depend on the relation of $j_{\text{time}}$ and $j_{\text{space}}$ as can be seen in Figure 3, where we show the error over the dimension of $U_{\delta}$ for the three different choices. Hence, we restrict ourselves in the sequel to the case $j_{\text{time}} = j_{\text{space}} + 1$.

![Fig. 3: $L_2$-error over $\mathcal{N}_{\delta}$ for different discretizations, nonsmooth case (c).](image-url)
In Figure 4 (solid lines) we compare the rate of approximation for the three cases of initial condition. We clearly see the dependency and also observe that a sufficiently high regularity of the test (and hence also of the trial) functions yields the optimal rate (here linear since the trial functions are piecewise linears) of convergence. On the other hand, we also see that the ultra-weak discretization also converges in the minimal-regularity case (c), which is a challenge for time-stepping schemes w.r.t. both sufficient resolution and CFL-type stability.

5.4. Norm preservation. Finally, we investigate the (approximate) norm preservation of our ultra-weak discretizations. First, similar to Figure 3, we report that we did not find any dependency on the relation of \( j_{\text{space}} \) and \( j_{\text{time}} \), so that we show results again only for \( j_{\text{time}} = j_{\text{space}} + 1 \). We monitor the deviation from norm preservation over the dimension \( N_\delta \) of trial and test space in Figure 4 (dashed lines). In order to see the relation to the discretization error, we plot both lines (error and norm preservation) in one figure. As we see, the slopes of both lines coincide for the smooth case and are slightly faster for the Sobolev and nonsmooth cases. In any case, the error w.r.t. norm preservation is in the range of the discretization accuracy, which seems quite reasonable.

6. Conclusions and Outlook. In this paper we introduced a well-posed ultra-weak space-time variational formulation for the time-dependent linear Schrödinger equation and a corresponding optimally stable Petrov-Galerkin discretization. As a consequence, there is no need to satisfy other stability criteria like a CFL condition. On the other hand, however, this specific Petrov-Galerkin discretization only allows for asymptotic norm-preservation in the same order as the discretization. As an alternative, we introduce a norm-preserving Galerkin scheme, loosing optimal stability though.

We view the results reported here as a starting point in several possible directions. Since we did not realize efficient numerical solvers adapted to the tensorproduct structure of the discretization, this seems to be a natural task following the ideas reported in [16].
Next, as already said in the introduction, we followed the path of an ultra-weak variational form due to our interest in model reduction using the Reduced Basis Method, [29–31]. In that framework, one could consider a time- and space-dependent potential \( V \), which one could be interested to be controlled in real-time, such that a desired state \( u_D^{\ast} \) is achieved at final time \( T \). This results in a bilinear optimal control problem, which can be solved e.g. by considering a parameterized optimization problem using the so called Control-To-State operator. An alternative could be the derivation of first order necessary conditions similar to [32]. In both cases, the potential \( V \) and the initial state \( u_0 \) can be seen as parameters in an infinite dimensional parameter space. The shown error/residual identity might be an important ingredient. There are many interesting open questions in that direction.
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