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Exercise 1 (4 Points)
Let {Xn}n∈N be a discrete martingale and T be a discrete stopping time w.r.t. {Fn}n∈N. Show
that {XT ∧n}n∈N is a martingale w.r.t. {Fn}n∈N.

Exercise 2 (7 Points)
Let X1, X2, . . . be i.i.d. with P (X1 = 1) = P (X1 = −1) = 1/2 and

Sn =
n∑

k=1
Xk, n ∈ N.

Define T = inf{n : |Sn| >
√
n} and Fn = σ(X1, . . . , Xn) , n ∈ N.

(a) Show that T is a stopping time w.r.t. {Fn}n∈N.

(b) Show that {Gn}n∈N with Gn = S2
T ∧n − T ∧ n is a martingale w.r.t. {Fn}n∈N.

Hint: See Exercise 1.

(c) Show that |Gn| ≤ 4T for all n ∈ N.
Hint: It holds |Gn| ≤ |S2

T ∧n|+ |T ∧ n| ≤ S2
T ∧n + T .

Exercise 3 (5 Points)
LetX1, X2, . . . be a sequence of i.i.d. random variables with E|X1| <∞ and Fn = σ(X1, . . . , Xn),
n ∈ N. Furthermore let T be a stopping time w.r.t. {Fn}n∈N with E(T ) <∞.

(a) Let T be independent of X1, X2, . . . . Give a formula for the characteristic function of

ST =
T∑

k=1
Xk. Use this formula to prove the identity of Wald, i.e. E(ST ) = E(T )E(X1).

(b) Now set E(X1) = 0 and T = inf{n : Sn < 0}. Show that E(T ) =∞.
Hint: Assume that E(T ) <∞ and find a contradiction.

Exercise 4 (8 Points, additional exercise)
One can show that for an arbitrary r.v. Y and an integrable r.v. X on a common probability
space (Ω,F , P ) there exists a measurable function ϕ : R → R such that E(X|Y ) a.s.= ϕ(Y ). We
set E(X|Y = y) := ϕ(y).

(a) Now let Y be discrete with values in {yn, n ∈ N}. Show that

ϕ(y) =





∫
{ω: Y (ω)=yk}

X(ω) P (dω)
P (Y =yk) , if y = yk for some k

0 , otherwise.

(b) Let X and Y be absolutely continuous with common density fX,Y . Show that

ϕ(y) =





∫
R
t

fX,Y (t,y)
fY (y) dt , ∀ y with fY (y) > 0

0 , otherwise.

Hint (a) and (b): It suffices to show that
∫

Y −1(B)
X(ω)P (dω) =

∫
B
ϕ(y)PY (dy), ∀ B ∈ B(R)

(c) Let X and Y be independent and X ∼ Poi(λ), Y ∼ Poi(µ), λ, µ > 0. Calculate
E(X|Z = z), with Z = X + Y .


