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Exercise 1 (3 points)
Give an example of two random variables X and Y which are normally distributed but such
that the vector (X, Y )> is not multivariate normally distributed.

Exercise 2 (2 + 3 points)
LetX = (X1, X2, X3)

> ∼ N(µ,K) with expectation vector µ = (1, 2, 3)> and covariance matrix

K = σ2

 2 ρ 0
ρ 1 ρ
0 ρ 2

 .

(a) Determine the marginal distributions of X2 und (X1, X3)
> .

(b) For which ρ are the random variables X1 +X2 +X3 and X1 −X2 −X3 independent?

Exercise 3 (4 + 4 points)

Proof Theorem 1.4 of the lecture course:
Let Y be an n-dimensional random vector with expectation vector µ = EY and covariance
matrix K = Cov(Y), such that rk(K) = r with r ≤ n. The random vector Y is normally
distributed if and only if one of the following conditions is fulfilled.

(a) The characteristic function ϕ(t) = E exp
(
i
∑n

j=1 tjYj

)
of Y is given by

ϕ(t) = exp
(
it>µ− 1

2
t>Kt

)
, ∀ t = (t1, . . . , tn)

> ∈ Rn .

(b) The linear function c>Y of Y for every c ∈ Rn with c 6= o is normally distributed with

c>Y ∼ N(c>µ, c>Kc) .

Exercise 4 (6 + 2 points)
Let (X, Y )> bivariate normally distributed with expectation vector µ = (1, 2)> and covariance
matrix

K =

(
5 2
2 3

)
.

(a) Plot with R the density f(X,Y ) of the random vector (X, Y )>. Hint: Use the commands
dmvnorm, persp.

(b) Calculate in R the expectation and the variance of the random variable 2X − Y + 3.


