Let Xq,..., X, : Q — Ny be a collection of random variables, such that P(X; = ky,..., X, =
k,) > 0 for all ky,...,k, € Ny. Then, the joint distribution of Xi,..., X, is uniquely
determined by the family of probabilities

{P(Xy =ky,.... X, =kn), k1, ... ky > 1} (1)
This holds because for arbitrary m with 1 < m <mn

P(X:=0,..., X0 =0,Xmi1 = kmst,.-., X = k)
:]P(Xl :O,,Xm:() ‘ Xm+1 :k'm+1,...,Xn:kn>]P)<Xm+1 :karla---:Xn:kn)

— <1 — Y Py =k, Xy = | X1 = kst Xy = kn)))
ki+...+km>1
]P(Xm—i—l = km-‘rb B 7Xn = kn)

=P(Xop1 = kmngts - X = k) — > P(Xy=ky,... X, =k,)
ki+..+kn>1

Then we have reduced it to the case in which m — 1 random variables are zero. By iteration
we reduce the computation of

PX1 =0,y Xon = 0, Xyt = Kongrs ooy X = Kin)
to computing probabilities of the form in (1). Note that if m = n we can write

P(X1=0,.... X, =0)=1— Y PXi=ky,...X, =k,).

k1+...+km21



