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Exercise 1 (4)

Let {Xt, t ≥ 0} be a Markov process with finite state space and transition function {P(h), h ≥
0}. Show that pii(h) > 0 for all i ∈ E and all h ≥ 0.

Exercise 2 (3+3)

Let {Xt, t ≥ 0} be a N0-valued stochastic process with independent and stationary incre-
ments. Furthermore let the trajectories of {Xt, t ≥ 0} be functions which are continuous
almost everywhere (w.r.t. the Lebesgue-measure) with probability 1.
a) Show that {Xt, t ≥ 0} is a Markov process.

b) Let {Nt, t ≥ 0} be a homogeneous Poisson process with intensity λ > 0. Conclude that
{Nt, t ≥ 0} is a Markov process and compute the transition function {P(h), h ≥ 0} as
well as the entries qij of the intensity matrix Q = (qij)i,j∈N0 for all i, j ∈ N0.

Exercise 3 (5)

Let {Xt, t ≥ 0} be a Markov process with finite state space E = {1, . . . , `}, transition
function {P(h), h ≥ 0} and intensity matrix Q. Let θ1, . . . , θ` be the eigenvalues of Q, such
that θi 6= θj for all i 6= j ∈ E . Let φ1, . . . , φ` be the right and ψ1, . . . , ψ` be the left
eigenvectors of Q. Show that P(h) =

∑`
i=1 exp(hθi)φiψ

>
i for each h > 0.

Exercise 4 (3+3)

Let {Xt, t ≥ 0} be a Markov process with state space E = {1, 2} and intensity matrix

Q =

(
−µ µ
λ −λ

)
for some λ, µ > 0.
a) Compute pij(h) for all i, j ∈ E and h > 0 by means of the Kolmogorov forward equation.

b) Compute P(h) by the aid of Exercise 3.


