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Exercise 1 (3+3+2+4+4)

Let µ = (µ1, . . . , µn)> ∈ Rn and K = (ki,j)i,j=1,...,n a symmetric and positive definite n× n-
matrix. The random vector Z = (Z1, . . . , Zn)> is said to be (non-degenerate) multivariate
normal distributed with mean vector µ and covariance matrix K if the distribution of Z is
absolutely continuous with respect to the n-dimensional Lebesgue measure and its density
is given by
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for all z ∈ Rn. Then, it holds EZi = µi and Cov(Zi, Zj) = kij for all i, j ∈ {1, . . . , n}. We
write Z ∼ N(µ,K). The characteristic function of Z is given by ϕ(t) = exp
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for all t ∈ Rn.
A stochastic process {Vt, t ≥ 0} is said to be a Gaussian process if the random vector
(Vt1 , . . . , Vtn) is multivariate normal for each n ∈ N and for all 0 ≤ t1, . . . , tn <∞.

a) Let Z ∼ N(o,K), where o = (0, . . . , 0) ∈ Rn and let A be a m × n-matrix with rank
rk(A) = m ≤ n. Show that Y = AZ ∼ N(o, AKA>).

b) Let {Xt, t ≥ 0} be a Wiener process. Define the stochastic processes {Yt, t ≥ 0} and
{Ut, t ≥ 0} by Yt = exp(Xt) and Ut = exp(−t/2)Xexp(t). Is {Yt, t ≥ 0} respectively
{Ut, t ≥ 0} a Gaussian process?

c) Compute EYt and Cov(Ys, Yt) for all s, t ≥ 0.

d) Is {Ut, t ≥ 0} a stationary process?

e) You may assume without proof that {Ut, t ≥ 0} is a Markov process. Determine its
initial distribution α and the transition kernel {P(h, x,B), h ≥ 0, x ∈ R, B ∈ B(R)}
and show that it holds

α([a, b)) =

∫
R
P(h, x, [a, b))α(dx),

for all h ≥ 0, a < b ∈ R.

Exercise 2 (3)

Let {Xt, t ≥ 0} be a Wiener process on the probability space (Ω,F ,P) and let z1, . . . , zn ∈ R



be arbitrary. Then, Z = {t ≥ 0 : Xt ∈ {z1, . . . , zn}} is a random (closed) subset of [0,∞).
You may assume without proof that ν(Z) is a well-defined (measurable) random variable on
(Ω,F ,P), where ν denotes the one-dimensional Lebesgue measure. Show P(ν(Z) = 0) = 1.

Exercise 3 (3)

Let {Xt, t ≥ 0} a Wiener process. Compute P(Xt < Xt+2 < Xt+1) for each t ≥ 0.


