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1 General theory of random functions

1.1 Random functions

Let (2,.A,P) be a probability space and (S, B) a measurable space, Q,S # ().

Definition 1.1.1
A random element X : Q — S is a A|B-measurable mapping (Notation: X € A|B), i.e.,

X' B)={weQ:X(w)eBcA BeB.
If X is a random element, then X (w) is a realization of X for arbitrary w € Q.

We say that the o-algebra B of subsets of S is induced by the set system M (Elements of M
are also subsets of §), if
B= N F

FOM
F-o-algebra on S

(Notation: B = o(M)).
If S is a toplological or metric space, then M is often chosen as a class of all open sets of S
and o(M) is called the Borel o-algebra (Notation: B = B(S)).

Example 1.1.1 1. If § = R, B = B(R), then a random element X is called a random
variable.

2. If S =R™, B=B(R™), m > 1, then X is called a random vector. Random variables and
random vectors are considered in the lectures ,,Elementare Wahrscheinlichkeitsrechnung
und Statistik* and ,,Stochastik I*

3. Let S be the class of all closed sets of R™. Let
M={{AeS: ANB+# 0}, B - arbitrary compactum of R™}.

Then X : QQ — S is a random closed set.

As an example we consider n independent uniformly distributed points Y1,...,Y, € [0,1]
and Ry,...,R, > 0 (almost surely) independent random variables, which are defined on the
same probability space (£, A,P) as Yi,...,Y,. Consider X = U ,Bg.(Y;), where B,(z) =
{y e R™ : ||y — z|| < r}. Obviously, this is a random closed set. An example of a realization is
provided in Figure 1.1.

Exercise 1.1.1
Let (©2,.A) and (S, B) be measurable spaces, B = o(M), where M is a class of subsets of S.
Prove that X : Q — S is A|B-measurable if and only if X ~1(C) € A, C € M.

Definition 1.1.2

Let T be an arbitrary index set and (S, Bi)ier a family of measurable spaces. A family
X ={X(t),t € T} of random elements X (t) : Q2 — S; defined on (2, A, P) and A|B;-measurable
for all t € T is called a random function (associated with (S, Bt)ter).
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Abb. 1.1: Example of a random set X = UY_, Bg, (Y;)

Therefore it holds X : Q x T — (8, t € T), i.e. X(w,t) € St for all w € Q, ¢t € T and
X(-,t) € A|B:, t € T. We often omit w in the notation and write X (¢) instead of X (w,t).
Sometimes (S, By) does not depend on t € T as well: (S, B;) = (S,B) for all t € T.

Special cases of random functions:

1. T C7Z: X is called a random sequence or stochastic process in discrete time.
Example: T'=7Z, N.

2. T CR: X is called a stochastic process in continuous time.
Example: T'=R, [a,b], —00o < a < b < o0, R.

3. TCR%d>2:X is called a random field.
Example: T = Z¢, R‘i, R, [a,b]d.

4. T C B(RY) : X is called set-indexed process.
If X (-) is almost surely non-negative and o-additive on the o-algebra T, then X is called
a random measure.

The tradition of denoting the index set with T comes from the interpretation of ¢ € T for
the cases 1 and 2 as time parameter.

For every w € Q, {X(w,t), t € T} is called a trajectory or path of the random function X.

We would like to prove that the random function X = {X(¢), ¢t € T'} is a random element
within the corresponding function space, which is equipped with a o-algebra that now is spec-
ified.

Let St = [[;er St be the cartesian product of S, t € T', i.e., x € Sy if x(t) € S, t € T. The
elementary cylindric set in St is defined as

Cr(B,t) ={x € Sr: z(t) € B},

where t € T is a selected point from T and B € B; a subset of S;. Cr(B,t) therefore contains
all trajectories x, which go through the , gate“ B, see Figure 1.2.

Definition 1.1.3
The cylindric o-algebra By is introduced as a o-algebra induced in Sy by the family of all
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v

T

Abb. 1.2: Trajectories which pass a ,gate” B;.

elementary cylinders. It is denoted by By = ®;crB;. If By = B for all t € T, then B” is written
instead of Br.

Lemma 1.1.1
The family X = {X(¢), t € T} is a random function on (2, .4, P) with phase spaces (S, B)ter
if and only if for every w €  the mapping w — X (w, -) is A|Bp-measurable.

Exercise 1.1.2
Proof Lemma 1.1.1.

Definition 1.1.4
Let X be a random element X : Q@ — S, i.e. X be A|B-measurable. The distribution of X is
the probability measure Px on (S, B) such that Px(B) = P(X~(B)), B € B.

Lemma 1.1.2
An arbitrary probability measure p on (S, B) can be considered as the distribution of a random
element X.

Proof Take 0 =S, A=8B,P=pand X(w) =w, w € Q. |

When does a random function with given properties exist? A random function, which consists
of independent random elements always exists. This assertion is known as

Theorem 1.1.1 (Lomnicki, Ulam):
Let (S, Bty pt)ier be a sequence of probability spaces. It exists a random sequence X =
{X(t), t € T} on a probability space (€2, A, P) (associated with (S, Bt)ier) such that

1. X(t), t € T are independent random elements.
2. Px@ = on (S,B;), teT.

A lot of important classes of random processes is built on the basis of independent random
elements; cf. examples in Section 1.2.

Definition 1.1.5

Let X = {X(t),t € T} be a random function on (2,4, P) with phase space (St, Bt)ier. The
finite-dimensional distributions of X are defined as the distribution law Py, 4 of (X (t1),..., X (t,))T
tns Bti,..t,), for arbitrary n € N, ¢1,...,t, € T, where S, ;. = S, x ... X &, and

-----
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tn = Bt ®...®B;, is the o-algebra in &, . 4,, which is induced by all sets By, x ... x By,
i 1 = 1, ey Ny i.e., Pt1,...,tn(c) = P((X(tl), e ,X(tn))T € C), C S Btl,...,tn- In
particular, for C' = By x ... x By, By € By, one has

-----

Pitn(B1 X ... x By) =P(X(t1) € By,...,X(tn) € By).

Exercise 1.1.3
Prove that Xy, 4, = (X(t1),... X)) is a A|By, ... +,-measurable random element.

Definition 1.1.6

Let S; = R for all ¢t € T. The random function X = {X(t),t € T} is called symmetric, if all
of its finite-dimensional distributions are symmetric probability measures, i.e., Py, ; (A) =
Pi ot (—A) for Ae By, 4, and alln € N, t1,...,t, € T, whereby

n

Pyt (—A) = P((=X (t1),...,—X(t,))" € A).

Exercise 1.1.4
Prove that the finite-dimensional distributions of a random function X have the following
properties: for arbitrary n € N, n > 2, {t1,...,t,} C T, By € S, k = 1,...,n and an
arbitrary permutation (i1, ...,4,) of (1,...,n) it holds:

L. Symmetry: Py, ¢, (B X ... X By) =Py, 1, (Biy X ... %X By,)

seensbip

2. Consistency: Py, 4, (B1 X ... x Bp_1 x8,) =Py, 4, ,(B1 X...x Bp_q)

The following theorem evidences that these properties are sufficient to prove the existence of
a random function X with given finite-dimensional distributions.

Theorem 1.1.2 (Kolmogorov):
Let {Py, .t,, n €N, {t1,...,t,} C T} be a family of probability measures on

R™ x ... xR™ BR™) ® ... BR™)),

which fulfill conditions 1 and 2 of Exercise 1.1.4. Then there exists a random function X =
{X(t),t € T} defined on a probability space (2, A,P) with finite-dimensional distributions
Pt17...,tn'

Proof See [13], Section II.9. O

This theorem also holds on more general (however not arbitrary!) spaces than R™, on so-
called Borel spaces, which are in a sense isomorphic to ([0, 1], B0, 1]) or a subspace of that.

Definition 1.1.7

Let X = {X(¢), t € T} be a random function with values in (S, B), i.e., X(¢) € S almost
surely for arbitrary ¢t € T. Let (T,C) be itself a measurable space. X is called measurable if
the mapping X : (w,t) = X(w,t) € S, (w,t) € @ x T, is A® C|B-measurable.

Thus, Definition 1.1.7 not only provides the measurability of X with respect to w € :
X(,t)e A|Bforallt €T, but X(-,-) € A® C|B as a function of (w,t). The measurability of
X is of significance if X (w,t) is considered at random moments 7 : Q — T, i.e., X (w,7(w)).
This is in particular the case in the theory of martingales if 7 is a so-called stopping time for
X. The distribution of X (w,7(w)) might differ considerably from the distribution of X (w,?),
tel.
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1.2 Elementary examples

The theorem of Kolmogorov can be used directly for the explicit construction of random pro-
cesses only in few cases, since for a lot of random functions their finite-dimensional distributions
are not given explicitly. In these cases a new random function X = {X(¢),t € T'} is built as
X(t)=9(t,Y1,Ya,...), t € T, where g is a measurable function and {Y,,} a sequence of random
elements (also random functions), whose existence has already been ensured. For that we give
several examples.

Let X = {X(¢),t € T} be a real-valued random function on a probability space (2, A, P).

1. White noise:

Definition 1.2.1
The random function X = {X(¢),t € T} is called white noise, if all X(t), t € T, are
independent and identically distributed (i.i.d.) random variables.

White noise exists according to the Theorem 1.1.1. It is used to model the noise in
(electromagnetic or acoustical) signals. If X(¢) ~ Ber(p), p € (0,1), t € T, one means
Salt-and-pepper noise, the binary noise, which occurs at the transfer of binary data in
computer-networks. If X(¢) ~ N(0,02), 02 > 0, t € T, then X is called Gaussian white
noise. It occures e.g. in acoustical signals.

2. Gaussian random function:

Definition 1.2.2
The random function X = {X(t), t € T'} is called Gaussian, if all of its finite-dimensional
distributions are Gaussian, i.e. for all n € N, t1,...,t, C T it holds

Xerootn = (X (01), -, X () " ~ Nty Z ),

t1,..,tn

where the mean is given by p, . 4, = (EX(t1),...,EX(t,))" and the covariance matrix
is given by >, ;. = ((cov(X(ti),X(tj))ijl.

Exercise 1.2.1

Proof that the distribution of an Gaussian random function X is uniquely determined by
its mean value function p(t) =EX(t),t € T, and covariance function C(s,t)=E[X (s) X (¢)],
s,t € T, respectively.

An example for a Gaussian process is the so-called Wiener process (or Brownian motion)
X ={X(t),t > 0}, which has the expected value zero (u(t) = 0,¢ > 0) and the covariance
function C(s,t) = min {s,t}, s,t > 0. Usually it is addionally required that the paths of
X are continuous functions.

We shall investigate the regularity properties of the paths of random functions in more
detail in Section 1.3. Now we can say that such a process exists with probability one
(with almost surely continuous trajectories).

Exercise 1.2.2

Prove that the Gaussian white noise is a Gaussian random function.

3. Lognormal- and x2-functions:
The random function X = {X(t), t € T} is called lognormal, if X (t) = ¥ ®) where Y =
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{Y (t),t € T} is a Gaussian random function. X is called x2-function, if X (t) = ||Y (¢)]|?,
where Y = {Y(t),t € T} is a Gaussian random function with values in R", for which
Y (t) ~ N (0,1), t € T; here I is the (n x n)-unit matrix. Then it holds that X (¢) ~ x2,
teT.

4. Cosine wave:
X ={X(t),t € R} is defined by X(t) = v/2cos(2nY +tZ), where Y ~ U([0,1]) and Z is
a random variable, which is independent of Y.

Exercise 1.2.3
Let X1, X5, ... beii.d. cosine waves. Determine the weak limit of the finite-dimensional

distributions of the random function {ﬁ Yor1 Xk(t), t e R} for n — oo.

5. Poisson process:

Let {Y,,},,cn be a sequence of i.i.d. random variables Y;, ~ Exp(A), A > 0. The stochastic
process X = {X(t),t > 0} defined as X (¢) = max{n € N: >"}'_; Y; <t} is called Poisson
process with intensity A > 0. X (¢) counts the number of certain events until the time
t > 0, where the typical interval between two of these events is Exp(\)-distributed. These
events can be claim arrivals of an insurance portfolio the records of elementary particles
in the Geiger counter, etc. Then X () represents the number of claims or particles within
the time interval [0, ¢].

1.3 Regularity properties of trajectories

The theorem of Kolmogorov provides the existence of the distribution of a random function
with given finite-dimensional distributions. However, it does not provide a statement about
the properties of the paths of X. This is understandable since all random objects are defined
in the almost surely sense (a.s.) in probability theory, with the exception of a set A C Q with
P(A) =0.

Example 1.3.1
Let (©,A,P) = ([0,1],B([0,1]),v1), where v is the Lebesgue measure on [0,1]. We define
X ={X(t), t€[0,1]} by X(¢t) =0,t € [0,1] and Y = {Y (¢), ¢t € [0,1]} by

1, t=U,
Y(t) = { 0, sonst,

where U(w) = w, w € [0, 1], is aU([0, 1])-distributed random variable defined on (2, A, P). Since
P(Y(t)=0)=1,t e T, because of P(U =t) =0, t € T, it is clear that X 2y . Nevertheless,
X and Y have different path properties since X has continuous and Y has discontinuous
trajectories, and P(X(t) =0, Vt € T') = 1, where P(Y(t) =0, Vt € T') = 0.

It may well be that the ,set of exceptions“ A (see above) is very different for X (¢) for every
t € T. Therefore, we require that all X (¢), ¢t € T, are defined simultaneously on a subset 2y C Q
with P(€) = 1. The so defined random function X : Qy x T — R is called modification of
X :QxT — R. X and X differ on a set /€ with probability zero. Therefore we indicate later
when stating that ,random function X possesses a property C“ that it exists a modification
of X with this property C. Let us hold it in the following definition:
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Definition 1.3.1

The random functions X = {X(¢), t € T} and Y = {Y(¢), t € T'} defined on the same prob-
ability space (2, .A,P) associated with (S;, Bi)ier have equivalent trajectories (or are called
stochastically indistinguishable) if

A={weQ: X(w,t) #Y(w,t)forateT}ec A

and P(A) = 0.
This term implies that X and Y have paths, which coincide with probability one.

Definition 1.3.2
The random functions X = {X(¢), t € T} and Y = {Y(¢), t € T'} defined on the same proba-
bility space (€, .4, P) are called (stochastically) equivalent, if

Bi={weQ: X(w,t) #Y(w,t)} € A, t €T,

and P(B;) =0, teT.

We also can say that X and Y are versions or modifications of one and the same random
function. If the space (2, A, P) is complete (i.e. the implication of A € A: P(A) = 0 is for all
B C A: B € A (and then P(B) = 0)), then the indistinguishable processes are stochastically
equivalent, but vice versa is not always true (it is true for so-called separable processes. This
is the case if T' is countable).

Exercise 1.3.1
Prove that the random functions X and Y in Example 1.3.1 are stochastically equivalent.

Definition 1.3.3
The random functions X = {X(¢), t € T} and Y = {Y (¢), t € T} (not necessarily defined on
the same probability space) are called equivalent in distribution, if Px = Py on (S, Bi)ier-
Notation: X <.

According to Theorem 1.1.2 it is sufficient for the equivalence in distribution of X and Y that
they possess the same finite-dimensional distributions. It is clear that stochastic equivalence
implies equivalence in distribution, but not the other way around.

Now, let T" and S be Banach spaces with norms | - |7 and | - |s, respectively. The random
function X = {X(t), t € T'} is now defined on (2, A, P) with values in (S, B).

Definition 1.3.4
The random function X = {X(¢), t € T'} is called

a) stochastically continuous on T, if X (s) %) X(t), for arbitrary t € T, i.e.
5—

P(IX(s) — X(t)|s > ¢) — 0, forall e > 0.
S

b) LP-continuous on T, p > 1, if X(s) L—pt> X(t), teT,ie E[X(s)—X(t)]P — 0. For
§— s—

p = 2 the specific notation ,,continuity in the square mean “is used.

¢) a.s. continuous on T, if X(s) ELN X(t),teT, ie, P(X(s) — X(t)) =1,teT.

s—t s—t

d) continuous, if all trajectories of X are continuous functions.



8 1 General theory of random functions

In applications one is interested in the cases ¢) and d), although the weakest form of continuity
is the stochastic continuity.

Lp—continuity‘ == ’stochastic continuity‘ — ‘a.s. continuity‘ — ‘continuity of all paths

Why are cases ¢) and d) important? Let us consider an example.

Example 1.3.2

Let T = [0,1] and (Q,A,P) be the canonical probability space with Q = RI® je. Q =
[Ticpo R Let X = {X(¢), t € [0,1]} be a stochastic process on (£2,.4,P). Not all events are
elements of A, like e.g. A = {we€Q: X(w,t) =0 forallt €[0,1]} = Nyejo{X(w,t) =0},
since this is an intersection of measurable events from A in uncountable number. If how-
ever X is continuous, then all of its paths are continuous functions and one can write A =
Neep {X (w,t) = 0}, where D is a dense countable subset of [0,1], e.g., D = QN [0, 1]. Then it
holds that A € A.

However, in many applications (like e.g. in financial mathematics) it is not realistic to
consider stochastic processes with continuous paths as models for real phenomena. Therefore,
a bigger class of possible trajectories of X is allowed: the so-called cddldg-class (cadlag =
continue a droite, limitée a gauche (fr.)).

Definition 1.3.5
A stochastic process X = {X(t), t € R} is called cddlag, if all of its trajectories are right-side
continuous functions, which have left-side limits.

Now, we would like to consider the properties of the notion of continuity (introduced above)
in more detail. One can note e.g. that the stochastic continuity is a property of the two-
dimensional distribution P,; of X. This is shown by the following lemma.

Lemma 1.3.1
Let X = {X(t), t € T} be arandom function associated with (S, B), where S and T are Banach
spaces. The following statements are equivalent:

a) X(s) Py,
s—to
b) Ps,t s it P(Y,Y)a

where g € T and Y is a S-valued A|B-random element. For the stochastic continuity of X,
one should choose ty € T arbitrarily and Y = X (o).

Proof a) = b)
X(s) % Y means (X(s), X(t))T —— (V,Y)7.

s,t—to

P([(X(5), X()) — (Y, Y)[2 > &) S P(|X(s) = Yl|s > ¢/2) + P(IX(t) - Y|s > ¢/2) ——0

s,t—to

(IX(s)-Y[5+HIX(H)-Y )1/

This results in P, LY Py,y), since E>—(301r1ve1rgemce is stronger than g>—comve1rg(—:-1nce.
b) = a)
For arbitrary € > 0 we consider a continuous function g : R — [0, 1] with ¢g-(0) =0, g-(z) =1,
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x ¢ B:(0). It holds for all s,¢t € T that
Ege(|X(s) — X(#)ls) = P(IX(s) = X(t)|s > ) + E(ge(| X (s) — X(#)]s)1(| X (s) = X(B)]s <€),

hence P(|X(s) — X(t)ls > ¢) < Bge(IX(s) = X(t)ls) = Js [s 9l =~ yls)Pse(d(z,y)) =

Js Js 9:(|7 — y|s)P v,y (d(x,y)) = 0, since P(yy) is concentrated on {(z,y) € §? : 2 =y} and
9:(0) = 0. Thus {X(s)}, ,,, is a fundamental sequence (in probability), therefore X (s) SN 74

s—to
(|

It may be that X is stochastically continuous, although all of the paths of X have jumps,
i.e. X cannot possess any a.s. continuous modification. The descriptive explanation for that
is that such X may have a jump at concrete ¢t € T" with probability zero. Therefore jumps of
the paths of X always occur at different locations.

Exercise 1.3.2
Prove that the Poisson process is stochastically continuous, although it does not possess any
a.s. continuous modification.

Exercise 1.3.3
Let T be compact. Prove that if X is stochastically continuous on T, then it also is uniformly
stochastically continuous, i.e., for all e, > 0 30 > 0, such that for all s,¢ € T with |s —t|p < ¢
it holds that P(| X (s) — X (t)|s > ¢) <n.

Now let S = R, EX%(t) < oo, t € T, EX(t) =0, t € T. Let C(s,t) = E[X(s)X(t)] be the
covariance function of X.

Lemma 1.3.2
For all ¢y € T and a random variable Y with EY? < oo the following assertions are equivalent:

a) X(s) Loy
s—to

b) C(s,t) ——s EY?

s,t—to

Proof a) = b)
The assertion results from the Cauchy-Schwarz inequality:

|C(s,t) —EY?| = [E(X(s)X(t)) —EY?|=|E[(X(s) =Y +Y)(X(t)-Y +Y)] — EY?|
E[(X(s) —Y)(X() = Y)|[+E[(X(s) - Y)Y|+ E|(X(t) - Y)Y|
J E(X(s) - Y)2E(X(t) — V)2

X () =Y |12, 1X(H)-Y12,

IN

IN

s,t—1o

+J EY2E(X(s) — V)% + J EY2E(X(t)—Y)? ——0
—_— —_—

1X()-Y[2, 1X(0)-Y12,

with assumption a).
b) = a)

E(X(s) = X(1)* = E(X(s))? - 2E[X(s)X ()] + E(X (1))
= C(s,5) + C(t,1) = 20(s,1) —— 2EY? — 2EY? = 0.
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2
Thus, {X(s), s — to} is a fundamental sequence in the L%-sense, and we get X (s) L—t> Y. D
s—to

A random function X, which is continuous in the mean-square sense, may still have uncon-
tinuous trajectories. In most of the cases which are practically relevant, X however has an a.s.
continuous modification. Later on this will become more precise by stating a corresponding
theorem.

Corollary 1.3.1

The random function X, which satisfies the conditions of Lemma 1.3.2, is continuous on T
in the mean-square sense if and only if its covariance function C : T2 — R is continuous on
the diagonal diag T2 = {(s,t) € T? : s = t}, i.e., limg 1, C(s,t) = C(to,to) = Var X (o) for all
toeT.

Proof Choose Y = X(t¢) in Lemma 1.3.2. 0

Remark 1.3.1
If X is not centered, then the continuity of () together with the continuity of C on diag7? is
required to ensure the L2-continuity of X on 7.

Exercise 1.3.4
Give an example of a stochastic process with a.s. discontinuous trajectories, which is L?-
continuous.

Now we consider the property of (a.s.) continuity in more detail. As mentioned before,
we can merely talk about continuous modification or version of a process. The possibility to
possess such a version also depends on the properties of the two-dimensional distributions of
the process. This is proven by the following theorem (originally proven by A. Kolmogorov).

Theorem 1.3.1
Let X = {X(t), t € [a,b]}, —00 < a < b < 400 be a real-valued stochastic process. X has a
continuous version, if there exist constants «;, ¢, > 0 such that

E|X(t+h) — X()|* < c|h|*F°, t € (a,b), (1.3.1)
for sufficiently small |h|.
Proof See, e.g. [7], Theorem 2.23. 0

Now we turn to processes with cadlag-trajectories. Let (£2,.4,P) be a complete probability
space.

Theorem 1.3.2
Let X = {X(t), t > 0} be a real-valued stochastic process and D a countable dense subset of
[0,00). If

a) X is stochastically right-handside continuous, i.e., X (¢ + h) %;0) X(t), t € [0,400),
%

b) the trajectories of X at every t € D have finite right- and left-handside limits, i.e.,
|limp 10 X (t+ h)| < 00, t € D a.s.,

then X has a version with a.s. cadlag-paths.

Without proof.
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Lemma 1.3.3

Let X = {X(¢), t >0} and {Y =Y (¢), t > 0} be two versions of a random function, both
defined on the probability space (£2,.4, P), with property that X and Y have a.s. right-handside
continuous trajectories. Then X and Y are indistinguishable.

Proof Let Qx,Qy be ,sets of exception“, for which the trajectories of X and Y, respec-
tively are not right-sided continuous. It holds that P(Qx) = P(Qy) = 0. Consider A; =
{weQ: X(w,t) #Y(w,t)}, t €[0,400) and A = Useq, A¢, where Q. = QN [0, +00). Since X
and Y are stochastically equivalent, it holds that P(A) = 0 and therefore

P(A) <P(A)+P(Qx)+P(Qy) =0,

where A = AUQx UQy. Therefore X (w,t) = Y(w,t) holds for t € Q, and w € Q\ A. Now, we
prove this for all ¢ > 0. For arbitrary ¢t > 0 a sequence {t,} C Q4 exists, such that ¢, | t. Since
X(w,tp) = Y(w,t,) forall n € N and w € Q\ A, it holds that X (w,t) = lim, o X (w,t,) =
limy, 00 Y (w,t,) = Y(w,t) for t > 0 and w € Q\ A. Therefore X and Y are indistinguishable.
0

Corollary 1.3.2
If cadlag-processes X = {X(t), t > 0} and Y = {Y(¢), t > 0} are versions of the same random
function then they are indistinguishable.

1.4 Differentiability of trajectories

Let T be a linear normed space.

Definition 1.4.1
A real-valued random function X = {X(t), t € T} is differentiable on T in direction h € T
stochastically, in the LP-sense, p > 1, or a.s., if

lim X(t+hl)— X(t)

=X, (), teT
1=0 l w(t); t€

exists in the corresponding sense, namely stochastically, in the LP-space or a.s..

The Lemmas 1.3.1 - 1.3.2 show that the stochastic differentiability is a property that is deter-
mined by three-dimensional distributions of X (because the common distribution of w

and M should converge weakly), whereas the differentiability in the mean-square

sense is determined by the smoothness of the covariance function C(s,t).

Exercise 1.4.1
Show that

1. the Wiener process is not stochastically differentiable on [0, co).

2. the Poisson process is stochastically differentiable on [0, c0), however not in the LP-mean,
p>1.

Lemma 1.4.1
A centered random function X = {X(¢), t € T} (i.e., EX(t) =0, ¢t € T) with E[X?(t)] < oo,t €
T is L3-differentiable in t € T in direction h € T if its covariance function C' is differentiable
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L . . . . . " _ 9%C(st) / P . .
twice in (¢,t) in direction h, i.e., if 3 Cy, (1, 1) = o5, o X,,(t) is L*-continuous in t € T
1" 2 1z
if Cp,(s,t) = 8853(8?5) is continuous in s = t. Moreover, C,,(s,t) is the covariance function of

X, = {X,(t), t € T}.
Proof According to Lemma 1.3.2 it is enough to show that

I tim E <X<t+lh> - X(t) X(s+1h) —x<s>>
LI =0 l I

exists for s = t. Indeed we get

1 / !
I = ﬁ(C’(t~|—lh,s+lh)—C’(t+lh,s)—C’(t,s+lh)+0(t,s)>

1 [(C{t+1h,s+1h)—C(t+1h,s) C(t,s+1h)—C(ts) "
= 7 - o Chp (5,1)

l 4 U
All other statements of the lemma result from this relation. D

Remark 1.4.1
The properties of the L2-differentiability and a.s. differentiability of random functions are
disjoint in the following sense: there are stochastic processes that have L?-differentiable paths,
although they are a.s. discontinuous, and vice versa, processes with a.s. differentiable paths
are not always L2-differentiable, since e.g. the first derivative of their covariance function is
not continuous.

Exercise 1.4.2
Give appropriate examples!

1.5 Moments und covariance

Let X = {X(t), t € T} be a random function that is real-valued, and let 7" be an arbitrary
index space.

Definition 1.5.1

The mized moment pIt--n)(ty, ... t,) of X of order (ji,...,jn) € N?, t1,... t, € T is given
by pltedn)(ty, . t,) = E [X91(ty) - ... - XIn(t,)], where it is required that the expected value
exists and is finite. Then it is sufficient to assume that E|X(#)]Y < oo for all + € T and

Important special cases:
Lop(t)=pM () =EX(t), t € T — mean value function of X.

2. Y (s,1) = E[X(s)X (t)] = C(s,t) — (non-centered) covariance function of X. Whereas
the centered covariance function is: K (s,t) = cov((X(s), X (t)) = pbV(s,t) — pu(s)u(t),
s,teT.

Exercise 1.5.1
Show that the centered covariance function of a real-valued random function X

1. is symmetric, i.e., K(s,t) = K(t,s), s,t € T.
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2. is positive semidefinite, i.e., forn € N, t1,...,t, €T, z1,...,2z, € R it holds that

n
> K(ti, tj)ziz = 0.
ij=1

3. satisfies K(t,t) =VarX(t),t€T.
Property 2) also holds for the non-centered covariance function C(s,1).

The mean value function u(t) shows a (non random) trend. If u(t) is known, the random
function X can be centered by considering a random function Y = {Y'(t), t € T} with Y (¢) =
X(t)—u(t), teT.

The covariance function K (s,t) (C(s,t), respectively) contains information about the depen-

_ KG6H  gorall st e T
K (s,5) K (L,t)

K(s,s) = VarX(s) > 0, K(t,t) = Var X(t) > 0 is used instead of K and C, respectively. Be-
cause of the Cauchy-Schwarz inequality it holds that |R(s,t)| < 1, s,t € T. The set of all mixed
moments in general does not (uniquely) determine the distribution of a random function.

dence structure of X. Sometimes the correlation function R(s,t) =

Exercise 1.5.2
Give an example of different random functions X = {X(¢), t €e T} und Y = {Y'(¢), t € T}, for
which it holds that EX (t) = EY (t), t € T and E(X(s)X(t)) = E(Y (s)Y (t)), s,t € T

Exercise 1.5.3

Let p : T — R be a measurable function and K : T x T — R be a positive semidefinite
symmetric function. Prove that a random function X = {X(¢), t € T'} exists with EX(t) =
wu(t), cov(X(s), X(t)) = K(s,t), s,t € T.

Let now X = {X(t), t € T} be a real-valued random function with E|X (t)|* < oo, t € T,
for a k € N.

Definition 1.5.2
The mean increment of order k of X is given by vi(s,t) = E(X(s) — X (¢))*, s,t € T.

Special attention is paid to the function y(s,t) = 37a(s,t) = 3E(X(s) — X(t))%, s,t € T,
which is called variogram of X. In geostatistics the variogram is often used instead of the
covariance function. A lot of times we discard the condition EX?(t) < oo, t € T, instead we
assume that v(s,t) < oo for all s,t € T.

Exercise 1.5.4
Prove that there exist random functions without finite second moments with ~(s,t) < oo,
s,telT.

Exercise 1.5.5
Show that for a random function X = {X(¢), ¢t € T'} with mean value function x and covariance
function K it holds that:
K(s,s)+ K(t,t 1

DA RED k(s 0) 4 uls) —w(0), st €T

If the random function X is complez-valued, i.e., X : @ x T — C, with E|X(t)|* < o0, t € T,
then the covariance function of X is introduced as K(s,t) = E(X(s) — EX(s))(X(¢) — EX( ),
s,t € T, where Z is the complex conjugate of z € C. Then it holds that K(s,t) = K(t,s),
s,t € T, and K is positive semidefinite, i.e, for alln € N, ¢1,...,t, € T, 21,...,2, € C it holds
that >0,y K(ti,t;)zZ; > 0.

V(Sat) =
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1.6 Stationarity and Independence

T be a subset of the linear vector space with operations +, — over space R.

Definition 1.6.1
The random function X = {X(t), t € T} is called stationary (strict sense stationary) if for all
neN, hty,...,t, €T with t1 + h,...,t, + h € T it holds that:

P(X(t1)ys X (t0)) = P(X(t14R), 0, X (b0 1))

i.e., all finite-dimensional distributions of X are invariant with repsect to translations in 7.

Definition 1.6.2

A (complex-valued) random function X = {X(¢t), t € T} is called second-order stationary (or
wide sense stationary) if E|X(t)|? < oo, t € T, and u(t) = EX(t) = p, t € T, K(s,t) =
cov(X(s),X(t)) = K(s+ h,t+h) forall hys,t €T :s+h,t+heT.

If X is second-order stationary, it is convenient to introduce a function K (t) := K(0,t),t € T
whereby 0 € T'.

Strict sense stationarity and wide sense stationarity do not result from each other. However
it is clear that if a complex-valued random function is strict sense stationary and possesses
finite second-order moments, then the function is also second-order stationary.

Definition 1.6.3

A real-valued random function X = {X(¢), t € T} is intrinsic second-order stationary if
(s, 1), s,t € T exist for k < 2, and for all s,t,h € T, s+ h,t+h € T it holds that v (s,t) =0,
v2(s,t) = y2(s + h,t + h).

For real-valued random functions, intrinsic second-order stationarity is more general than
second-order stationarity since the existence of E|X (¢)|?, t € T is not required.
The analogue of the stationarity of increments of X also exists in strict sense.

Definition 1.6.4
Let X = {X(¢t), t € T} be a real-valued stochastic process, ' C R. It is said that X

1. possesses stationary increments if for all n € N, h, tg,t1,t2,...,t, € T, with
to<ti<ta<...<tp,t;+heT,i=0,...,n the distribution of
(X(t1+h)—X(to+h),...,.X({tn +h) — X(tn_1+h)T
does not depend on h.

2. possesses independent increments if for all n € N, tg,t1,...,t, € T withtg <t1 < ... <t,
the random variables X (¢9), X (t1)— X (to), ..., X (tn) — X (tn—1) are pairwise independent.

Let (S1, B1) and (S2, B2) be measurable spaces. In general it is said that two random elements
X :Q — & and X : Q — S are independent on the same probability space (Q,.A4,P) if
P(X € A,Y € Ag) = P(X € Al)P(Y S Ag) for all Ay € By, As € Bs.

This definition can be applied to the independence of random functions X and Y with phase
space (St, Br), since they can be considered as random elements with §; = Sy = Sy, B = By =
Br (cf. Lemma 1.1.1). The same holds for the independence of a random element (or a random
function) X and of a sub-o-algebra G € A: this is the case if P({X € A}NG) = P(X € A)P(G),
forall Ae By, GegG (or A€ Br, G€g).
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1.7 Processes with independent increments

In this section we concentrate on the properties and existence of processes with independent
increments.

Let {¢st, s,t > 0} be a family of characteristic functions of probability measures Q)+,
s,t >0 on B(R), i.e., for z € R, s,t > 0 it holds that ¢ (2) = [ €7 Qs+ (dz).

Theorem 1.7.1

There exists a stochastic process X = {X(t), ¢ > 0} with independent increments with the
property that for all s,z > 0 the characteristic function of X (t) — X (s) is equal to ¢y, if and
only if

Ps,t = PsuPut (1.7.1)

for all 0 < s < u <t < co. Thereby the distribution of X (0) can be chosen arbitrarily.

Proof The necessity of the condition (1.7.1) is clear since for all s € (0,00) : s < u < ¢ it holds

X(t)—X(s) = X(t) — X(u)+ X (u) — X(s), and X (t)— X (u) and X (u)— X (s) are independent.
Y1 Ya

Then it holds Pst = PY1+Ye = PY1PY2 = PsuPut-

Now we prove the sufficiency.

If the existence of a process X with independent increments and property ©x—x(s) = ¥st

on a probability space (2,4, P) had already been proven, one could define the characteristic

functions of all of its finite-dimensional distributions with the help of {¢,} as follows.

Letn €N, 0=ty <t; <...<t,<ooandY = (X(to), X(t1) — X(t0), .., X(tn) — X(tn_1))".

The independence of increments results in

i(2,Y)

SOY(ZOa 2Ly .- 7Z’n) = Ee = @X(to)(zo)@to,tl (Zl) s Pty 1t (Zn)7 z € Rn+17
— ————

z

where the distribution of X (¢y) is an arbitrary probability measure Qo on B(R). For Xy, ;. =
(X(to), X(t1),...,X(tn))" however it holds that Xy, = AY, where

100 ... 0
1 10 0
A= 1 1 1 0
111 1

,,,,,

bution of Xy, . ;, possesses the characteristic function ¢ X
where [ = (I1,11,...,1,)" = ATz, thus

,,,,,

lo = zo+...4+ 2,
= z1+...+2zn
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Thereby vx (1) = Qo and ox; ;. (21,5 20) = @x; ., (0,21, .., 2) holds for all z; € R.
Now we prove the existence of such a process X.
For that we construct the family of characteristic functions

{Sptoa Spto,t1,...,tn7 @th...,tn) 0= tO < tl <...< tn < 0, n S N}
from ¢, and {¢s:, 0 < s <t} as above, thus
Pto = PQo> Sotl,...,tn(ov Zlyene 7Zn) = Pto,t1,....tn (07 2Ly 7271)7 z; € R?

Pto,tn (2) = Pro(21 + o+ 20) 0100 (21 + -+ 20) - Pty 10 (20)-

Now we have to check whether the corresponding probability measures of these characteristic
functions fulfill the conditions of Theorem 1.1.2. We will do that in equivalent form since by
FExercise 1.8.1 the conditions of symmetry and consistency in Theorem 1.1.2 are equivalent to:

a) Ptigseontin (Zigs -+ -+ Zin) = Pto,...tn (20, - - ., 2n) for an arbitrary permutation (0,1,...,n) —
(i07i17 ) Zn)a
b) Pto,ostm ittt yeenstn (205 -« - s Zm—1, Zmt-1s - - s Zn) = Pto,stn (205 -5 0, .., 2), for all

205---,2n ER,me{l,...,n}.

Condition a) is obvious. Conditon b) holds since

gpt'mfl,tm (0 + Zm“l‘l + e + zn)()ptmytm+1 (Zm+1 + e + Zn) = Sotmflytm+l (zm+17 cey Zn)
for all m € {1,...,n}. Thus, the existence of X is proven. O

Example 1.7.1 1. If T'= Ny = NU {0}, then X = {X(¢), t € No} has independent incre-

4

ments if and only if X (n) oY, where {Y;} are independent random variables and

Y, & X(n) —X(n—1), n € N. Such a process X is called random walk. It also may be
defined for Y; with values in R™.

2. The Poisson process with intensity A has independent increments (we will show that
later).

3. The Wiener process possesses independent increments.

Exercise 1.7.1
Proof that!

Exercise 1.7.2

Let X = {X(t), t > 0} be a process with independent increments and g : [0,00) — R an
arbitrary (deterministic) function. Show that the process Y = {Y(¢), t > 0} with Y (¢) =
X(t) +g(t), t > 0, also possesses independent increments.

1.8 Additional exercises

Exercise 1.8.1

Prove the following assertion: The family of probability measures Py, on (R"™, B(R")),
n>1t=(t,... ,tn)T € T" fulfills the conditions of the theorem of Kolmogorov if and only
if for n > 2 and for all s = (s1,...,5,)" € R" the following conditions are fulfilled:
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.....

b) PPty st ((817 SRR Snfl)T) = PPy,

Remark: ¢(-) denotes the characteristic function of the corresponding measure. S,, denotes the
group of all permutations 7 : {1,...,n} — {1,...,n}.

Exercise 1.8.2
Show the existence of a random function whose finite-dimensional distributions are multivariate-
normally distributed and explicitly give the measurable spaces (Ey, . +,,Et....t)-

Exercise 1.8.3
Give an example of a family of probability measures Py, . ., which do not fulfill the conditions
of the theorem of Kolmogorov.

Exercise 1.8.4
Let X = {X(t),t € T} and Y ={Y (¢), t € T'} be two stochastic processes which are defined on
the same complete probability space (€2, F,P) and which take values in the measurable space

(S, B).
a) Proof that: X and Y are stochastically equivalent = Px = Py-.

b) Give an example of two processes X and Y for which holds: Px = Py, but X and Y are
not stochastically equivalent.

c) Proof that: X and Y are stochastically indistinguishable = X and Y are stochastically
equivalent.

d) Proof in the case of countability of 7: X and Y are stochastically equivalent = X and
Y are stochastically indistinguishable.

e) Give in the case of uncountability of 7' an example of two processes X and Y for which
holds: X and Y are stochastically equivalent but not stochastically indistinguishable.

Exercise 1.8.5
Let W = {W(t), t € R} be a Wiener Process. Which of the following processes are Wiener
processes as well?

a) Wi ={Wi(t) .= -W(t), t € R},
b) Wy = {Wa(t) := ViW (1), t € R},
C) W3 = {Wg(t) = W(2t) — W(t), t e R}

Exercise 1.8.6

Given a stochastic process X = {X(t), t € [0,1]} which consists of idependent and identically
distributed random variables with density f(x), z € R. Show that such a process can not be
continuous in ¢ € [0, 1].

Exercise 1.8.7
Give an example of a stochastic process X = {X(t), t € T'} which is stochastically continuous
on T, and prove why this is the case.



18 1 General theory of random functions

Exercise 1.8.8

In connection with the continuity of stochastic processes the so-called criterion of Kolmogorov
plays a central role. (see also theorem 1.3.1 in the lecture notes): Let X = {X (¢), t € [a,b]} be
a real-valued stochastic process. If constants a,e > 0 and C := C(a, e) > 0 exist such that

E|X(t+h)— X(t)* §C|h|1+s (1.8.1)
for sufficient small h, then the process X possesses a continuous modification. Show that:

a) If you fix the variable ¢ = 0 in condition (1.8.1), then in general the condition is not
sufficient for the existence of a continuous modification. Hint: Consider the Poisson
process.

b) The Wiener process W = {W (t), t € [0,00)} possesses a continuous modification. Hint:
Consider the case a = 4.

Exercise 1.8.9
Show that the Wiener process W is not stochastically differentiable at any point ¢ € [0, c0).

Exercise 1.8.10
Show that the covariance function C(s, t) of a complex-valued stochastic process X = {X (t), t €
T}

a) is symmetric, i.e. C(s,t) = C(t,s), s,t € T,

b) fulfills the identity C(¢,t) = Var X (¢t), t € T,

c) is positive semidefinite, i.e. for all n € N, t1,...,t, € T, z1,..., 2, € C it holds that:

n n

Z Z C(ti, tj)ZZ'ZTj Z 0.

i=1j=1

Exercise 1.8.11
Show that it exists a random function X = {X(¢), ¢t € T} which simultaneously fulfills the
conditions:

e The second moment EX? does not exist.

e The variogram (s, t) is finite for all s,t € T'.

Exercise 1.8.12
Give an example of a stochastic process X = {X(t), t € T} whose paths are simultaneously
L?-differentiable but not almost surely differentiable, and prove why this is the case.

Exercise 1.8.13
Give an example of a stochastic process X = {X(t), t € T} whose paths are simultaneously
almost surely differentiable but not L'-differentiable, and prove why this is the case.

Exercise 1.8.14
Proof that the Wiener process possesses independent increments.

Exercise 1.8.15
Proof: A (real-valued) stochastic process X = {X (t), t € [0,00)} with independent increments
already has stationary increments if the distibution of the random variable X (¢ +h) — X (h) is
independent of h.



2 Counting processes

In this chapter we consider several examples of stochastic processes which model the counting
of events and thus possess piecewise constant paths.

Let (©2,.A,P) be a probability space and {Sy},cy a non-decreasing sequence of a.s. non-
negative random variables, i.e. 0 < 57 < S5 <... <S5, < ...

Definition 2.0.1
The stochastic process N = {N(t), t > 0} is called counting process if

N(B) = 3 1S, <o)
n=1

where 1(A) is the indicator function of the event A € A.

N(t) counts the events which occur at S, until time ¢. S,, e.g. may be the time of occurence
of

1. the n-th elementary particle in the Geiger counter, or

2. a damage in the insurance of material damage, or

3. a data paket at a server within a computer network, etc.

A special case of the counting processes are the so-called renewal processes.

2.1 Renewal processes

Definition 2.1.1

Let {T,}nen be a sequence of i.i.d. non-negative random variables with P(73 > 0) > 0. A
counting process N = {N(t), t > 0} with N(0) = 0 a.s., S, = > -1 Tk, n € N, is called
renewal process. Thereby S, is called the time of the n-th renewal, n € N.

The name ,,renewal process® is given by the following interpretation. The ,interarrival times*
T,, are interpreted as the lifetime of a technical spare part or mechanism within a system, thus
Sy, is the time of the n-th break down of the system. The defective part is immediately replaced
by a new part (comparable with the exchange of a lightbulb). Thus, N(t) is the number of
repairs (the so-called ,renewals“) of the system until time ¢.

Remark 2.1.1 1. It is N(t) = o0 if S;, <t for all n € N.

2. Often it is assumed that only 15,73, ... are identically distributed with ET,, < co. The
distribution of T is freely selectable. Such a process N = {N(t), ¢t > 0} is called delayed
renewal process (with delay T1).

3. Sometimes the requirement T}, > 0 is omitted.

19
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Abb. 2.1: Konstruktion und Trajektorien eines Erneuerungsprozesses

4. Tt is clear that {S) }nen, With So =0 a.s., Sp, = >.jp— Tk, n € N is a random walk.

5. If one requires that the n-th exchange of a defective part in the system takes a time 7},
then by T,, = T,, + T, n € N a different renewal process is given. Its stochastic property
does not differ from the process which is given in definition 2.1.1.

In the following we assume that u = ET;, € (0,00), n € N.

Theorem 2.1.1 (Individual ergodic theorem):
Let N = {N(t), t > 0} be a renewal process. Then it holds that:

lim M = i a.s..
t—oo ¢ 1%

Proof For all ¢t > 0 and n € N it holds that {N(¢) = n} = {S, < t < Sp41}, therefore
SN <t < Sn(y4+1 and

SN(t) < t < SN(t)+1 . N(t)+1
N(@) = N() — N#t)+1 N(t)
If we can show that fVN(%) % w and N(t) ti—soo> 00, then ﬁ % p holds and therefore

the assertion of the theorem.

According to the strong law of large numbers of Kolmogorov (cf. lecture notes ,Wahrschein-
a.s.

lichkeitsrechnung“ (WR), theorem 7.4) it holds that % ——— , thus S, ﬁ oo and therefore

n—o0

P(N(t) < c0) = 1 since P(N(t) = 00) = P( S, <t,Vn) =1—-P(3n:Ym e Ny Spym > t) =

=1, if Sp—=—00

n—o00

1—1=0. Then N(t), ¢t > 0, is a real random variable.
We show that N(t) ta—3> oo. All trajectories of N(¢) are monotonously non-decreasing in
—00
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t >0, thus Flim;_,o0 N (w,t) for all w € 2. Moreover it holds that

P(lim N() <o0) = lim P(lim N(¢) < n) 2 lim lim P(N(f) < n)

t—00 n—o00  t—00 n—00 t—00

n—oo t—oo n—o0 t—o00

= lim lim P(S, >t) = lim lim P( ZTk>t)

< lim lim .
- n—)ootaooZPTk> =0
71%,_/
—0
t— o0

The equality (*) holds since {limyo N(t) < n} = {Ftg € Q4 : Vt > to N(t) < n} =

U@, Nieqs {N(t) < n} = liminficq, {N(t) < n}, then the continuity of the probability
t>to t—00

measure is used, where Q1 = QN Ry = {g € Q: ¢ > 0}. Since for every w € € it holds that

lim,, — o0 *S;L—" = im0 Sy (t)) (the codomain of a realization of N(-) is a subsequence of N), it
S

holds that 11mt4)oo W ) Lt M. O

Remark 2.1.2

One can generalize the ergodic theorem to the case of non-identically distributed 7,,. Thereby

we require that i, = ETy, {15 — fin},cy are uniformly integrable and %22:1 Pk o > 0.
n—oo

N(@t)
t

Then we can prove that SN (cf. [2], page 276).
t—o0 H

Theorem 2.1.2 (Central limit theorem):
If 1 € (0,00), 02 = Var Ty € (0,00), it holds that

N(t) — 4 4

g 0’\/% t—o0

3
2

where Y ~ N(0,1).

Proof According to the central limit theorem for sums of i.i.d. random variables (cf. theorem

7.5, WR) it holds that

Swonmu_d_y (2.1.1)

TLO’2 n—00

Let [z] be the whole part of 2 € R. It holds for a = "—3 that

P(Wg ) P(N(t)ﬁx\/ﬁ+;> :P(Sm(t)>t>>

where m(t) = [:U\/cﬁ + ﬂ +1,¢t >0, and limy_,o m(t) = co. Therefore we get that

N -t
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for arbitrary ¢t > 0 and x € R, where ¢ is the distribution function of the N(0, 1)-distribution.

For fixed x € R we introduce Z; = —tf“mgg — 2, t > 0. Then it holds that
o m

Sty — mm(t)

o/m(t)

+ 7y > —at) — p(x)].

If we can prove that Z; = 0, then applying (2.1.1) and the theorem of Slutsky (theorem
—00
6.4.1, WR) would result in S @) Zy 4y ~ N(0,1) since Z, — 0 a.s. results in
o/ m(t) t—00 t—00
Zy % 0. Therefore we could write I;(x) == |o(—z) — p(z)| = |p(z) — ¢(x)| = 0, where
—00 —00
o(x) =1 — p(x) is the tail function of the A/(0, 1)-distribution, and the property of symmetry
of N(0,1) : (=) = p(z), * € R was used.
Now we show that Z; == 0, thus =28 o _ 7 Tt holds that m(t) = zv/at + i +e(t),
o

oy/m((t) t—oo
where £(t) € [0,1). Then it holds that
t—pm(t)  t—pzvat—t—pe(t) Vat — p o pe(t)

ovm(t) a/m(t) o\Javat + L +e(t)  ovm(t)
T p—e(t)

_ ry _pe(t) B
2 t ov/ml(t) t—oo
52 + ﬂ;t + 6(Et) ( )
—0
t —z t— o0

Remark 2.1.3
In Lineberg form, the central limit theorem can also be proven for non-identically distributed
Ty, cf. [2], pages 276 - 277.

Definition 2.1.2
The function H(t) = EN(t), t > 0 is called renewal function of the process N (or of the sequence
{Sn}nen)-

Let Fr(z) = P(Th < x), x € R be the distribution function of 7;. For arbitrary distribution
functions F,G : R — [0,1] the convolution F % G is defined as F « G(z) = [*_ F(z — y)dG(y).
The k-fold convolution F** of the distribution F' with itself, k& € Ny, is defined inductive:

FO2) = 1(z€[0,)), z €R,
Fl(z) = F(z), z€R,
FrE () = F*«F(z), 2 e R.

Lemma 2.1.1
The renewal function H of a renewal process /N is monotonously non-decreasing and right-sided
continuous on R . Moreover it holds that

H(t) = i P(S, <t) = i FEM), ¢ 0. (2.1.2)
n=1 n=1
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Proof The monotony and right-sided continuity of H are consequences from the almost surely
monotony and right-sided continuity of the trajectories of N. Now we prove (2.1.2):

H(t)zEN(t)zEZl(Sn<t ZElS <t) :Z (S gt):iFji”(t),
n=1 n=1

since P(S, <t) =P(Th + ...+ T, <t) = F;"(t), t > 0. The equality (x) holds for all partial
sums on both sides, therefore in the limit as well. O

Except for exceptional cases it is impossible to calculate the renewal function H by the
formula (2.1.2) analytically. Therefore the Laplace transform of H is often used in calulations.
For a monotonously (e.g. monotonously non—decreasing) right-sided continuous function G :
[0,00) = R the Laplace transform is defined as lg(s = [o° e **dG(x), s > 0. Here the integral
is to be understood as the Lebesgue-Stieltjes 1ntegral thus as a Lebesgue integral with respect
to the measure g on Br, defined by pg((z,y]) = G(y) — G(z), 0 <z <y < oo, if G is
monotonously non-decreasing.

Just to remind you: the Laplace transform Ix of a random variable X > 0 is defined by
Ix(s) = [3° e **dFx(z), s > 0.

Lemma 2.1.2

For s > 0 it holds that:

lg(s) =

Proof It holds that:

. I . 212) [ _ o[> e o= [ sa e
lg(s) = /0 e **dH(z) = /0 e *d (2:1 Fr. (:B)) = nz:l/o e TdF (x)
= ZlTlJr 4T, (8 Z (lT1 ) M

- 1— g, (s)’

where for s > 0 it holds that Iz, (s) < 1 and thus the geometric series 3%, (l}l (s))n converges.
0

Remark 2.1.4
If N ={N(t), t >0} is a delayed renewal process (with delay 71), the statements of lemmas
2.1.1 - 2.1.2 hold in the following form:

1.
H(t) = Z(FTl *F%;L)(t% t> 07
n=0

where Fp, and Fr,, respectively are the distribution functions of 77 and T}, n > 2,
respectively.

2 . lATl(S) s
lg(s) = 71 - ZTZ (s)’ >0, (2.1.3)

where lAT1 and lAT2 are the Laplace transforms of the distribution of T} and T;,, n > 2.
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For further observations we need a theorem (of Wald) about the expected value of a sum
(with random number) of independent random variables.

Definition 2.1.3

Let v be a N-valued random variable and be {X,}, .y a sequence of random variables defined
on the same probability space. v is called independent of the future, if for all n € N the event
{v < n} does not depend on the o-algebra o({ Xy, k> n}).

Theorem 2.1.3 (Wald’s identity):

Let {Xn}, e be a sequence of random variables with sup E[X,,| < oo, EX,, = a, n € N and be
v a N-valued random variable which is independent of the future, with Ev < co. Then it holds
that

E(Z Xp) =a-Ev.
n=1

Proof Calculate S, = > 1_; Xk, n € N. Since Ev = Y77 | P(v > n), the theorem follows from
Lemma 2.1.3. O

Lemma 2.1.3 (Kolmogorov-Prokhorov):
Let v be a N-valued random variable which is independent of the future and it holds that

> P(r = n)E|X,| < . (2.1.4)
n=1

Then ES, =3 >, P(v > n)EX,, holds. If X,, > 0 a.s., then condition (2.1.4) is not required.

Proof It holds that S, = Y7 1 X;, = >y Xp1(v > n). We introduce the notation S, , =
> h—1 Xgl(v > k), n € N. First, we prove the lemma for X,, > 0 f.s., n € N. It holds S, ,, T S,,
n — oo for every w € ), and thus according to the monotone convergence theorem it holds
that: ES, = lim,, o ES,, = lim >7_; E(X;1(v > k)). Since {v > k} = {v < k — 1} does not
depend on o(Xy) C o({X,, n > k}) it holds that E(X;1(v > k)) = EXixP(v > k), k € N, and
thus ES, =Y o P(v > n)EX,,.

Now, let X, be arbitrary. Take Y, = |X,,|, Z, = > _1 Y, Zypn = > pq Yil(v > k), n € N.
Since Y,, > 0, n € N, it holds that EZ, = > 72, E(X,, | P(v > k)) < oo from (2.1.4). Since
|Sun| < Zyn < Z,, n € N, according to the dominated convergence theorem of Lebesgue it
holds that ES, = lim,_, ES,, = > p2; EX,P(v > n), where this series converges absolutely.
O

Conclusion 2.1.1 1. H(t) < oo, t> 0.

2. For an arbitrary Borel measurable function ¢ : Ry — R4 and the renewal process N =
{N(t), t > 0} with interarrival times {T,,}, T}, i.i.d., p = ET}, € (0, 0) it holds that

N(#)+1
E ( > g(Tn)) = (1+ H(t))Eg(T1), t > 0.
k=1

Proof 1. For every t > 0 it is obvious that v = 1 4+ H(¢) does not depend on the future of
{T}, }nen, the rest follows from theorem 2.1.3 with X,, = ¢(7},), n € N.
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2. For s > 0 consider T\\") = min{7,, s}, n € N. Choose s > 0 such that for freely selected
(but fixed) € > 0: pl®) = ETl(S) > pu—¢e>0. Let N® be the renewal process which is
based on the sequence {T,(Ls)}neN of interarrival times: N (t) = 325, 1(T7(LS) <t),t>0.
It holds N(t) < N®)(t), t > 0, a.s., according to conclusion 2.1.1:

s s s s (s (s
(p=e) ENP () +1) < WD ENPI() + 1) = ESz(v28>(t)+1 = E(SN25>(t) +TN<)S)(t)+1> Stts,
<t <s

t >0, where S5 = 7 + .+ T n e N. Thus H(t) = EN(t) < EN®(t) < it
# < i, and also our assertion

—

t > 0. Since € > 0 is arbitrary, it holds that lim sup,_,
H(t) < oo, t > 0.
0

Conclusion 2.1.2 (Elementary renewal theorem):
For a renewal process N as defined in conclusion 2.1.1, 1) it holds:

im 20 _ L
t—oo ¢ 1%

Proof In conclusion 2.1.1, part 2) we already proved that limsup,_, ., @ < % If we show

lim inf; @ > i, our assertion would be proven. According to theorem 2.1.1 it holds that
w — L as., therefore according to Fatou’s lemma
t—oo M
1 N(t EN(t Ht
L Etiminf Y < timing EYO iy g O
7] t—00 t t—00 t t—00

O

Remark 2.1.5 1. We can prove that in the case of the finite second moment of T), (u2 =
ET? < oo) we can derive a more exact asymptotics for H(t), t — oo:

b 2
H(t)=—+ 1= +0(1), t = .
(0= + g +oll)
2. The elementary renewal theorem also holds for delayed renewal processes, where u = ET5.
We define the renewal measure H on B(Ry) by H(B) = Y02, [gdFf™(x), B € B(R4).

It holds H((—o0,t]) = H(t), H((s,t]) = H(t)—H(s), s,t > 0, if H is the renewal function
as well as the renewal measure.

Theorem 2.1.4 (Fundamental theorem of the renewal theory):

Let N = {N(t), t > 0} be a (delayed) renewal process associated with the sequence {7}, },en,
where T, n € N are independent, {7}, n > 2} identically distributed, and the distribution
of Ty is not arithmetic, thus not concentrated on a regular lattice with probability 1. The
distribution of 7} is arbitrary. Let ET5 = p € (0,00). Then it holds that

/tg(t —x)dH(z) —— 1 g(z)dz,
0 t—=oo 1 Jo

where g : R4 — R is Riemann integrable [0, n], for alln € N, and Y02 s max,<z<n+1 [g9(z)] < 0.
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Without proof.

In particular H((t — u,t]) t—> % holds for an arbitrary v € R,, thus H asymptotically
— 00

(for t — o00) behaves as the Lebesgue measure.

A4

Definition 2.1.4
The random variable x(t) = Sy()4+1 — t is called excess of N at time ¢ > 0.

Obviously x(0) = T; holds. We now give an example of a renewal process with stationary
increments.
Let N = {N(t), t > 0} be a delayed renewal process associated with the sequence of interarrival
times {7}, }nen. Let Fp, and Fp, be the distribution functions of the delays 77 and T),, n > 2.
We assume that p = ET € (0,00), Fr,(0) = 0, thus 75 > 0 a.s. and

1 [*
Fry(z) = u/o Fry(y)dy, © > 0. (2.1.5)

In this case Fp, is called the integrated tail distribution function of Ts.

Theorem 2.1.5
Under the conditions we mentioned above, N is a process with stationary increments.

X(tz+t)

Proof Let n e N, 0 <ty <t1 <...<t, < oo. Because N does not depend on T},, n € N the
common distribution of (N(t; +t) — N(to+1t),...,N(t, +t) — N(tp—1 +1))" does not depend

on t, if the distribution of x(¢) does not depend on ¢, thus x(t) 4 x(0) =Ty, t > 0, see Figure
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We show that Fry = F\), t > 0.

Fyple) = P(x(t)<a) =) P(Sp <t t < Spy1 <t+a)
n=0

= P(Sozogt, t<51:T1§t+x)

+ ) E(EQ(Sn <t t < Sp+ T S t+a) | Sn))
n=1
S
= Prlt+a)=Pr)+ Y [ Plt—y <Tuns <t+a—ydFs, )
n=1

= FTl(t—i-.I‘) _FTl(t) +/0t Pt—y<Ty < t—i—l’—y)d(i an(y))
n=1

—_———
H(y)

If we can prove that H(y) = %, y > 0, then we would get

Fuol@) = Frt+2) = Fr 0+ - [P+ ) - 1+ 1- Fr(e)d(-2)

= FT1 (t + IL’) — FT1 (t) + ;t/()t(FTQ (Z) — FTQ(Z + x))dz

t+x

= Pyt+a) =P+ Fr) - [ Frdy

xT

= FTl(t+x)_FT1(t+x)+FT1(x) :FTl(x)7 x 20,

according to the form (2.1.5) of the distribution of 77.
Now we like to show that H(t) = ﬁ, t > 0. For that we use the formula (2.1.4): it holds that

A 1 [o® 1 [o° 1 [
in(s) = — / e~ (1 — Py (1))dt = — / e Stdt —— / e Py, (t)dt
nJo mJo mJo
—_—

1
s

1 oo 1 o0
= — (1 Fr,(t)de™" ) = — (14 *F t°°—/ S dPr,(t
(14 [T Pnae ) = s e P05 - [T e tarn )
—Pr, (0)=0

i1, (s)
1 A
= (1 —1In,(s)), s >0.

s

Using the formula (2.1.4) we get

A I 11 > "
lH(s):TlA(S)::/ e Stdt =14:(s), s >0.
1—lT2(S) us mJo s

Since the Laplace transform of a function uniquely determines this function, it holds that
-1

H(t)=1,t>0. O

Remark 2.1.6

In the proof of Theorem 2.1.5 we showed that for the renewal process with delay which possesses
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the distribution (2.1.5), H(t) ~ ﬁ not only asymptotical for ¢ — oo (as in the elementary
renewal theorem) but it holds H(t) = i, for all ¢ > 0. This means, per unit of the time interval
we get an average of i renewals. For that reason such a process N is called homogeneous
renewal process.

We can prove the following theorem:

Theorem 2.1.6
If N={N(t), t >0} is a delayed renewal process with arbitrary delay T} and non-arithmetic
distribution of T, n > 2, p = ETy € (0,00), then it holds that

. 17
lim Fyo(r) = | Frway, = >o0.

t—o00

This means, the limit distribution of excess x(t), t — oo is taken as the distribution of 77 when
defining a homogeneous renewal process.

2.2 Poisson processes

2.2.1 Poisson processes

In this section we generalize the definition of a homogeneous Poisson process (see section 1.2,
example 5)

Definition 2.2.1

The counting process N = {N(t), t > 0} is called Poisson process with intensity measure A if

1. N(0) =0 a.s.

2. A is a locally finite measure Ry ,i.e., A : B(Ry) — R, possesses the property A(B) < oo
for every bounded set B € B(Ry).

3. N possesses independent increments.
4. N(t) — N(s) ~ Pois(A((s,t])) forall 0 < s < t < o0.

Sometimes the Poisson process N = {N(t), t > 0} is defined by the corresponding random
Poisson counting measure N = {N(B), B € B(Ry)}, i.e., N = ([0,¢]), ¢t > 0, where a counting
measure is a locally finite measure with values in Ny.

Definition 2.2.2

A random counting measure N = {N(B), B € B(Ry)} is called Poissonsh with locally finite
intensity measure A if

1. For arbitrary n € N and for arbitrary pairwise disjoint bounded sets Bi, Bs,..., B, €
B(R4) the random variables N (Bj), N(Bz), ..., N(B,) are independent.

2. N(B) ~ Pois(A(B)), B € B(Ry), B-bounded.

It is obvious that properties 3 and 4 of definition 2.2.1 follow from properties 1 and 2 of
definition 2.2.2. Property 1 of definition 2.2.1 however is an autonomous assumption. N(B),
B € B(R,) is interpreted as the number of points of N within the set B.
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Remark 2.2.1

As stated in definition 2.2.2, a Poisson counting measure can also be defined on an arbitrary
topological space E equipped with the Borel-o-algebra B(E). Very often F = R¢ d > 1is
chosen in applications.

Lemma 2.2.1

For every locally finite measure A on R, there exists a Poisson process with intensity measure
A.

Proof If such a Poisson process had existed, the characteristic function ¢y )—ns)(+) of the
increment N(t) — N(s), 0 < s <t < oo would have been equal to ¢s+(2) = @pois(a((s,))(2) =
eA((s’t])(eizfl), z € R according to property 4 of definition 2.2.1. We show that the family of
characteristic functions {¢s¢, 0 < s < t < oo} possesses property 1.7.1: for alln : 0 < s <
u < t, psu(2)pui(z) = A(su]) (€% =1) GA((ut]) (e =1) — o(A((sul) +A((ut])) (€ =1) — A((s,t])(e* 1) —
©st(2), z € R since the measure A is additive. Thus, the existence of the Poisson process N
follows from theorem 1.7.1. O

Remark 2.2.2
The existence of a Poisson counting measure can be proven with the help of the theorem of
Kolmogorov, yet in a more general form than in theorem 1.1.2.

From the properties of the Poisson distribution it follows that EN(B) = Var N(B) = A(B),
B € B(Ry). Thus A(B) is interpreted as the mean number of points of N within the set B,
B e B(Ry).

We get an important special case if A(dz) = Adz for A € (0,00), i.e., A is proportional to the
Lebesgue measure v; on Ry. Then we call A = EN(1) the intensity of N.

Soon we will prove that in this case N is a homogeneous Poisson process with intensity A. To
remind you: In section 1.2 the homogeneous Poisson process was defined as a renewal process
with interarrival times Ty ~ Exp(\): N(t) =sup{n e N S, <t}, S, =T1+...+T,, n € N,
t>0.

Exercise 2.2.1

Show that the homogeneous Poisson process is a homogeneous renewal process with T3 L H ~
Exp()). Hint: you have to show that for an arbitrary exponential distributed random variable
X the integrated tail distribution function of X is equal to Fx.

Theorem 2.2.1
Let N = {N(t), t > 0} be a counting process. The following statements are equivalent.

1. N is a homogeneous Poisson process with intensity A > 0.

2. a) N(t) ~Pois(\t),t >0
b) for an arbitrary n € N, ¢ > 0, it holds that the random vector (Si,...,S,) under
condition { N (t) = n} possesses the same distribution as the order statistics of i.i.d.
random variables U; € U([0,t]), i =1,...,n.
3. a) N has independent increments,
b) EN(1) =\, and
c) property 2b) holds.
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4. a

) N has stationary and independent increments, and

b) P(N(t) =0)=1— Xt +o(t), P(N(t) =1) = At + o(t), ¢ | 0 holds.
)
)

5. a) N hast stationary and independent increments,

b) property 2a) holds.

Remark 2.2.3 1. It is obvious that Definition 2.2.1 with A(dz) = Adz, A € (0,00) is an
equivalent definition of the homogeneous Poisson process according to Theorem 2.2.1.

2. The homogeneous Poisson process N was introduced in the beginning of the 20th century
from the physicists A. Einstein and M. Smoluchovsky to be able to model the counting
process of elementary particle in the Geiger counter.

3. From 4b) it follows P(N(t) > 1) = o(t), ¢t | 0.

4. The intensity of N has the following interpretation: A = EN(1) = ET , thus the mean
number of renewals of N within a time interval with length 1.

5. The renewal function of the homogeneous Poisson process is H(t) = At, t > 0. Thereby
H(t) = A(]0,¢]), ¢ > 0 holds.

Proof Structure of the proof: 1) = 2) = 3) =4) = 5) = 1)

1) =2):

From 1) follows S,, = >.F_; Ty ~ Erl(n,\) since T, ~ Pois(\), n € N, thus P(N(t) = 0) =
P(Ty >t) =e ™, t>0,and for n € N

P(N(t)=n) = PUN(@) Z2n}\{N(t) =n+1}) =P(N(t) = n) —P(N(t) = n+1)

t \npn—1 t)\n-i—lxn
= P(S, <t)—P(Spy1 <t) = Mg —/ Ay
(Sp <1) (Sn+1 <) /0 (nfl)!e LAl x

_ /td ((/\l“)"em> do — (/\t)ne*“, > 0.

o dzx n! n!

Thus 2a) is proven.
Now let’s prove 2b). According to the transformation theorem of random variables (cf. theorem
3.6.1, WR), it follows from

S = T
So = T+
Sn_l,_l = Tl + ...+ Tn+1

that the density f(g, . s,) of (S1,..., Sn+1) " can be expressed by the density of (11, ..., Thy1) ',
T; ~ Exp()), ii.d.:

n+1 n+1

1oyt tag1) H Fr (b, — ter) H Ne Me—te—1) — \nt1,=Atni1
k=1
for arbitrary 0 <t; < ... <tp41, tg =0.

For all other ty,...,t,41 it holds fg, . n+1)(t1, ceistny1) =0.
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Therefore

fs1,n850)E1, -t N(@E) =n) = fig, st talSk <t k<n, Spy1 >1)
S FiS1 Sy (15 - - st )t
Io fE o Fsusan) (Lt )t dtn . dty
B ﬁt \tlo— )‘t"“dtn_H y
I S A e Mty gt . dty
KI(0 <ty <to < ... <ty < t)

n!
= t—nI(OStlthS...Stngt).

This is exactly the density of n i.i.d. U([0,t])-random variables.

Exercise 2.2.2
Proof this.

2) = 3)
From 2a) obviously follows 3b). Now we just have to prove the independence of the increments
of N. For an arbitrary n € N, z1,...,2, e N, tp =0<ti1 < ... <tpforx =x1+ ... + x, it
holds that

P(Mi=AN (k) = N(tr—1) = xx}) = PR {N() — N(th1) = 2} [N ([tn) = ) %

2 [ (M)Ik according to 2b)

tTL
X P(N(t,) = z)
——_— ———
e=Mtn Q)T aecording to 2a)

H Atk —tk 1))* ke—/\(tk—tk_l),

since the probability of () belongs to the polynomial distribution with parameters n, {M }:71.

tn _
Because the event (*)is that at the independent uniformly distributed toss of « points on [0, ¢],
exactly zp points occur within the basket of length t, —tx_1, k=1,...,n:
X4 X2 X3
I 1 I 1 1
)] tl t2 ......... t3 t
Abb. 2.4:

Thus 3a) is proven since P(N7_; {N (tx) =N (ts—1) = 21 }) = [[i=1 PUN (k) =N (th—1) = 21 }).
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3)=4)
We prove that N possesses stationary increments. For an arbitrary n € Ng, z1,...,z, € N,
to=0<t <...<tyand h >0 we consider I(h) = P(N}_{{N(tx + h) — N(tp—1 + h) = z1})
and show that I(h) does not depend on h € R. According to the formula of the total probability
it holds that

o0

I(h) = Y PR {N(tk+h) = N(ty—r + h) = 2} | N(tn +h) =m) - P(N(ty + h) = m)
m=0
_ i H (tk+h—tn 1—h)$k At +h) (A(tn + h))™
o 0:[31' a:n' ta,+h—nh m!
= 3 POy {N(t) = N(tior) = i | N{to +h) = m) x P(N(t, + h) = m) = 1(0).
m=0
We now show property 4b) for h € (0,1):
P(N(h)=0) = > P(N(h)= =Y P(N(h)=0,N(1) = N(h) = k)
k=0 k=0
= Y P(N(1)—N(h) =k N(1) =k)
k=0
= E}WV1:@wNuy4wm:kuwn:m
= E:P k)(1 — h)k.
We have to show that P(N(h) = 0) = 1 — A + o(h), ie., limpoor (1 — P(N(R) = 0)) = A
Indeed it holds that
1 1 = e 1—(1—h)k
S (L=PWN(h)=0)) = h(l—}jw f>=§:WNﬂ%= (h )
k=0 k=1
e T e O )
e =
k
= > P EN(1) = A,
k=0
since the series uniformly converges in h because it is dominated by Y 72 P(N(1) = k)k = X <

oo because of the inequality (1 — h)¥ > 1 —kh, h € (0,1), k € N.

Similarly one can show that limp_,g % = limp_0 > oy P(N(1)

4) = 5)

We have to show that for an arbitrary n € N and ¢t > 0

holds. We will prove that by induction with respect to n. First we show that py(t) =
h = 0. For that we consider py(t + h) = P(N

At)"
)

n!

(t+h)=0)=P(N(t) =

K)k(1 — h)k=1 = A,

(2.2.1)

Y
N(t)

0,N(t+h) —
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0) = po(t)po(h) = po(t)(1 — Ah + o(h)), h — 0. Similarly one can show that po(t) = po(t —
h)(1 — A+ o(h)), h = 0. Thus pj(t) = limy_,o 222 — _ypi(4) ¢ > 0 holds. Since
po(0) = P(N(0) =0) =1, it follows from

po(t) = —Apo(t)
po(0) = 1,

that it exists an unique solution pg(t) = e, ¢ > 0. Now for n the formular (2.2.1) be approved.
Let’s prove it for n + 1.

pni1(t+h) = P(N({t+h)=n+1)

= P(N(t)=n,N({t+h)-N(t)=1)+P(N(t)=n+1,N(t+h) - N(t) =0)

= pn(t) - p1(h) + pnia(t) - po(h)

= pu(t)(Ah+0(h)) 4+ pnt1(t)(1 — Ah+o(h)), h — 0,h > 0.
Thus

p;LJrl(t) = _)\pn—i-l(t) + )\pn(t)y t>0
2.2.2
{ Pnii(0) = 0 (2:2.2)
Since p,(t) = e M (’\Tf!)n, we obtain ppy1(t) = e ((ifj:;,l as solution of (2.2.2). (Indeed
prs1(t) = C(t)e ™M = C'(t)e ™™ = AC(t)e M........... + Apn(t)
n+1ln n+lyin+1

C'(t) = X5 (1) = X2 0(0) = 0)
5)=1)

Let N be a counting process N(t) = max{n : S, < t}, t > 0, which fulfills conditions 5a)
and 5b). We show that S, = > j_; Tk, where T} iid. with T, ~ Exp()A), & € N. Since
T, =S5, — Si_1, k€N, Sy =0, we consider for bjg =0< a1 < b1 <...<a, < b,

P (Mi—i{ar < Sk < b))

= P(MiZi{N(ax) = N(bg-1) = 0, N(bx) — N(az) = 1}
N{N(an) = N(bn-1) = 0, N(bn) = N(an) > 1})
n—1
= JI(P(N(a — br—1) = 0) P(N (b, — ax) = 1)) X
k=1 e~ Mag—=b_1) b —ay)e=*br—ak)
P(N(ap —bp—1) =0)P(N (b, —an) > 1)
e~ Man—bp_1) (1—e—A(bn—an))
n—1

— €_>\(an—bn71)(1 _ e_)‘(bn—an)) H )\(bk _ (lk)e_)\(bk_bk_l)

n—1 bl bn
_ )\”_1(6_)‘&" o e—Abn) H (bk: _ ak) — / B / )\ne—kyndyn Y1
k=1 “ o

The common density of (S1,...,S,)" therefore is given by Ae ™ nl(y; <92 < ... <wy,). O

2.2.2 Compound Poisson process

Definition 2.2.3
Let N = {N(t), t > 0} be a homogeneous Poisson process with intensity A > 0, build by
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means of the sequence {7}, },en of interarrival times. Let {U,},en be a sequence of i.i.d.
random variables, independent of {7}, },cn. Let Fyy be the distribution function of U;. For
an arbitrary ¢t > 0 let X(¢) = Z,]:f:(tl) Uk. The stochastic process X = {X(t), t > 0} is called
compound Poisson process with parameters A\, Fyy. The distribution of X (¢) thereby is called
compound Poisson distribution with parameters At, Fy.

The compound Poisson process X (), t > 0 can be interpreted as the sum of ,marks“ U,, of
a homogeneous marked Poisson process (N, U) until time ¢.
In queueing theory X(¢) is interpreted as the overall workload of a server until time ¢ if the
requests to the service occur at times S, = >.;_; T, n € N and represent the amount of work
Up,neN.
In actuarial mathematics X (t), t > 0 is the total damage in a portfolio until time ¢ > 0 with
number of damages N (t) and amount of loss U,,, n € N.

Theorem 2.2.2
Let X = {X(t), t > 0} be a compound Poisson process with parameters A\, Fi;. The following
properties hold:

1. X has independent and stationary increments.

2. If iy (s) = Ee®V1, s € R, is the moment generating function of Uy, such that iy (s) < oo,
s € R, then it holds that

iy (s) = MMEOD s e Rt >0, EX(t) = MEU;, Var X(t) = MEUZ, t > 0.

Proof 1. We have to show that for arbitrary n e N, 0 <ty <t; <...<t, and h

N(t1+h) N(tn+h) n N(tx)
P Z Uilgwl,..., Z Uzngwn :HP Z Uzkga;k
ilzN(to—‘rh)—l-l in:N(tn,1+h)+1 k=1 ik:N(tk,1)+1
for arbitrary z1,...,z, € R. Indeed it holds that
N(t1+h) N(tn+h)
P Z Uilgl‘l,..., Z Uln§$n
i1=N(to+h)+1 in=N(tn—1+h)+1

- 3 (ﬁ o (373)) P(Mm=1 {N(tm + h) = N(tm—1+ h) = kn})

= I 3 E* (2n)P(N(tm) — N(tm—1) = k)
m=1 k;,,=0

n N(tm)
SHe( X e
)+1

m=1 km:N(tan 1

Exercise 2.2.3
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2.2.3 Cox process

A Cox process is a (in general inhomogeneous) Poisson process with intensity measure A which
as such is a random measure. The intuitive idea is stated in the following definition.

Definition 2.2.4

Let A = {A(B), B € B(R;)} be a random a.s. locally finite measure. The random counting

measure N = {N(B), B € B(R4)} is called Coz counting measure (or doubly stochastic

Poisson measure) with random intensity measure A if for arbitrary n € N, ky,... &k, € Ny

and 0 < a1 < by < ag < by < ... < a, < by it holds that P(N_{N((a;, Z]) = ki}) =
(H” e A ““b])%‘:“m). The process {N(t), t > 0} with N(t) = N((0,t]) is called Cox

process (or doubly stochastic Poisson process) with random intensity measure A.

Example 2.2.1 1. If the random measure A is a.s. absolutely continuous with respect to
the Lebesgue measure, i.e., A(B) = [z A(t)dt, B - bounded, B € B(R,), where {\(¢),t >
0} is a stochastic process w1th a.s. Borel- measurable Borel-integrable trajectories, then
A(t) > 0 a.s. for all t > 0 is called the intensity process of N.

2. In particular, it can be that A\(¢) =Y where Y is a non-negative random variable. Then
it holds that A(B) = Yv;(B), thus N has a random intensity Y. Such Cox processes are
called mized Poisson processes.

A Cox process N = {N(t), t > 0} with intensity process {A(t), ¢t > 0} can be build explicitly
as the following. Let N = {N(t), t > 0} be a homogeneous Poisson process with intensity 1,
which is independent of {A(¢), ¢ > 0}. Then N 4 Ny, where the process N1 = {Ny(¢), t > 0}
is given by Ni(t) = N([3 My)dy), t > 0. The assertion N 2 Nj of course has to be proven.

However, we shall assume it without proof. It is also the basis for the simulation of the Cox
process N.

2.3 Additional exercises

Exercise 2.3.1
Let {N(t)}+>0 be a renewal process with interarrival times 7;, which are exponentially dis-
tributed, i.e. T; ~ Exp(A).

a) Prove that: N(t) is Poisson distributed for every ¢ > 0.
b) Determine the parameter of this Poisson distribution.
c¢) Determine the renewal function H(t) = E N (t).

Exercise 2.3.2

Prove that a (real-valued) stochastic process X = {X(¢), t € [0,00)} with independent incre-
ments already has stationary increments if the distribution of the random variable X (¢t + h) —
X (h) does not depend on h.

Exercise 2.3.3

Let N = {N(t), t € [0,00)} be a Poisson process with intensity A. Calculate the probabilities
that within the interval [0, s] exactly i events occur under the condition that within the interval
[0, t] exactly n events occur, i.e. P(N(s) =i | N(t) =n) for s <t,i=0,1,...,n
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Exercise 2.3.4

Let NO = {NW(¢t), t € [0,00)} and N? = {N@)(t),t € [0,00)} be independent Poisson
processes with intensities A\; and As. In this case the independence indicates that the sequences
Tl(l), TQ(I), ...and T1(2), T2(2), ... are independent. Show that N = {N(t) := NO(#)+ NP (t), t €
[0,00)} is a Poisson process with intensity A; + Ag.

Exercise 2.3.5 (Queuing paradox):

Let N = {N(t), t € [0,00)} be a renewal process. Then T'(t) = Sy(;)41 —t is called the time of
excess, C(t) =t — Sy the current lifetime and D(t) = T'(t) + C(t) the lifetime at time t > 0.
Now let N = {N(t), t € [0,00)} be a Poisson process with intensity .

a) Calculate the distribution of the time of excess T'(t).

b) Show that the distribution of the current lifetime is given by P(C(t) = t) = e~* and the
density is given by foun@)>o(s) = e 1{s < t}.

¢) Show that P(D(t) < x) = (1 — (1 + Amin{t, x})e~**)1{x > 0}.

d) To determine ET'(t), one could argue like this: On average t lies in the middle of the
surrounding interval of interarriving time (Sy(), Sn()+1), i-e. ET(t) = %E(SN(t)H —
Sny) = %ETN(t)H = % Considering the result from part (a) this reasoning is false.
Where is the mistake in the reasoning?

Exercise 2.3.6

Let X = {X(¢t) := Z?L(f) Ui, t > 0} be a compound Poisson process. Let My)(s) = EsVN®),
s € (0,1), be the generating function of the Poisson processes N (t), L{U}(s) = Eexp{—sU}
the Laplace Transform of U;, i € N, and £{X(¢)}(s) the Laplace Transform of X (t). Prove
that

LLX (1)} (s) = My (L{U}(s)), s=0.

Exercise 2.3.7

Let X = {X(¢), t € [0,00)} be a compound Poisson process with U; i.i.d., Uy ~ Exp(v), where
the intensity of N(t) is given by A. Show that for the Laplace transform £{X (¢)}(s) of X (¢) it
holds:

LLX(1)}(s) = exp {—jfs} |

Exercise 2.3.8

Write a function in R (alternatively: Java) to which we pass time ¢, intensity A and a value ~y
as parameters. The return of the function is a random value of the compound Poisson process
with characteristics (A, Exp(y)) at time .

Exercise 2.3.9

Let the stochastic process N = {N(t), t € [0,00)} be a Cox process with intensity function
A(t) = Z, where Z is a discrete random variable which takes values A\; and A9 with probabilities
1/2. Determine the moment generating function as well as the expected value and the variance
of N(t).

Exercise 2.3.10
Let N = {NW(t), t € [0,00)} and N = {N@)(¢), t > 0} be two independent homogeneous
Poisson processes with intensities A\; and Ao. Moreover, let X > 0 be an arbitrary non-negative
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random variable which is independent of N() and N(?). Show that the process N = {N (t), t >
0} with
N (@), t< X,

N(t) = {N(1)(X)+N(2)(t_X), t>X

is a Cox process whose intensity process A = {A(t), t > 0} is given by

A t< X
)\(t): 1, > )
Ao, t> X,



3 Wiener process

3.1 Elementary properties

In Example 2) of Section 1.2 we defined the Brownian motion (or Wiener process)

W = {W(t), t > 0} as an Gaussian process with EW (¢) = 0 and cov(W (s), W(t)) = min{s, ¢},
s,t > 0. The Wiener process is called after the mathematician Norbert Wiener (1894 - 1964).
Why does the Brownian motion exist? According to theorem of Kolmogorov (Theorem 1.1.2) it
exists a real-valued Gaussian process X = {X(¢), ¢ > 0} with mean value EX(t) = u(t), t > 0,
and covariance function cov(X(s), X (t)) = C(s,t), s,t > 0 for every function p : Ry — R
and every positive semidefinite function C' : Ry x Ry — R. We just have to show that
C(s,t) = min{s,t}, s,t > 0 is positive semidefinite.

Exercise 3.1.1

Prove this!

We now give a new (equivalent) definition.

Definition 3.1.1
A stochastic process W = {W(t), t > 0} is called Wiener process (or Brownian motion) if

1. W(0) =0 a.s.
2. W possesses independent increments
3. W({t)—W(s) ~N(0,t—s),0<s<t

The existence of W according to Definition 3.1.1 follows from Theorem 1.7.1 since ¢s+(2) =
(tfs)z2 _ (tfu)z2 _ (ufs)z2 _ (tfs)z2

Ect?WH-W() — ¢==2 — 2 e R, and e 2 e 2 =e 2 for 0 < s < wu < t, thus
Vsu(2)Put(2) = ps1(2), z € R. From Theorem 1.3.1 the existence of a version with continuous

trajectories follows.

Exercise 3.1.2

Show that Theorem 1.3.1 holds for a« = 3, 0 = %

Therefore, it is often assumed that the Wiener process possesses continuous paths (just take
its corresponding version).

Theorem 3.1.1
Both definitions of the Wiener process are equivalent.

Proof 1. From definition in Section 1.2 follows Definition 3.1.1.
W(0) = 0 a.s. follows from Var(W(0)) = min{0,0} = 0. Now we prove that the incre-
ments of W are independent. If Y ~ N (u, K) is a n-dimensional Gaussian random vector
and A a (n x n)-matrix, then AY ~ N(Au, AKAT) holds, this follows from the explicit
form of the characteristic function of Y. Now let n e N, 0 =tg < t1 < ... < tp, Y =

38
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(W (to), W(t1),...,W(ty))". For Z = (W(to), W(t1) — W(to),...,W(tn) — W(t,_1))" it
holds that Z = AY, where

0O ... ... 0

— 10 0

A= 0 -11 0 0
0 00 -1 1

Thus Z is also Gaussian with a covariance matrix which is diagonal. Indeed, it holds
cov(W (tis1) =W (t:), W (tj41) —=W(t;)) = min{tiyr, tja } —min{tipr, ¢} —min{ts, tj1} +
min{¢;,t;} = 0 for @ # j. Thus the coordinates of Z are uncorrelated, which means
independence in case of a multivariate Gaussian distribution. Thus the increments of
W are independent. Moreover, for arbitrary 0 < s < t it holds that W (t) — W(s) ~
N(0,t—s). The normal distribution follows since Z = AY is Gaussian, obviously it holds
that EW(t) — EW(s) = 0 and Var(W(t) — W(s)) = Var(W(t)) — 2cov(W(s), W (t)) +
Var(W(s)) =t —2min{s,t} + s =t — s.

2. From Definition 3.1.1 the definition in Section 1.2 follows.
Since W (t) — W(s) ~ N(0,t — s) for 0 < s < t, it holds

cov(W(s), W(t)) = E[W (s)(W(t)—W (s)+W (s))] = EW(s)E(W (t)-W(s))+Var W (s) =

thus it holds cov(W (s), W(t)) = min{s, t}. From W (t)—W(s) ~ N(0,t—s) and W(0) =
it also follows that EW(¢t) = 0, ¢ > 0. The fact that W is a Gaussian process, follows
from point 1) of the proof, relation Y = A=!Z.

0

Definition 3.1.2
The process {W(t), t >0}, W(t) = (Wy(t),...,Wy(t))T, t >0, is called d-dimensional Brow-
nian motion if W; = {Wj;(t), t > 0} are independent Wiener processes, i = 1,...,d.

The definitions above and Exercise 3.1.2 ensure the existence of a Wiener process with
continuous paths. How do we find an explicit way of building these paths? We will show
that in the next section.

3.2 Explicit construction of the Wiener process

First we construct the Wiener process on the interval [0, 1]. The main idea of the construction
is to introduce a stochastic process X = {X(¢), t € [0,1]} which is defined on a probability

subspace of (Q,A,P) with X L W, where X(t) = > plien(t)Yn, t € [0,1], {Yalnen is a
sequence of ii.d. N(0,1)-random variables and c,(t) = [I Hy(s)ds, t € [0,1], n € N. Here,
{H}nen is the orthonormed Haar basis in La([0, 1]) which is introduced shortly now.

3.2.1 Haar- and Schauder-functions

Definition 3.2.1

The functions H, : [0,1] — R, n € N, are called Haar functions if Hi(t) = 1, t 6 [0, 1],
Hy(t) = 1[0’%]@) — 1(%71](15), Hi(t) = 2%(1[%,6(15) — ].Jn’k(t)), te[0,1], 2" < k S 2n , where
In,k = [an,k7 Qn k + 27”71]7 Jn,k = (an,k + 2inilyan,k + 27”]7 Qnk = 2™n (k - ) n € N.
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A
2"
| :
‘h._l E r 1 }
0 apk 5 tanit2 " 4 t
R S—

Abb. 3.1: Haar functions

Lemma 3.2.1
The function system {H,, }nen is an orthonormal basis in L?([0, 1]) with scalar product

< fog>=Jo f(W)g()dt, f,9 € L*([0,1]).

Proof The orthonormality of the system (Hy, H,) = 0n, k,n € N directly follows from def-
inition 3.2.1. Now we prove the completeness of {H,},en. It is sufficient to show that for
arbitrary function g € L?([0,1]) with (g, H,) = 0, n € N, it holds g = 0 almost everywhere on
[0,1]. In fact, we always can write the indicator function of an interval 1j, 4 , 42-n-1] as a
linear combination of H,, n € N.

1 _ (Hi + Ho)
[07%} - 2 ’
1, = HimH)
(571] o 2 ’
1

p o = Gentvet)

[071} 2 ’
1

1 11 — (1[0’%] B WH2)

(73] 2 ’

1

an,kvan,k+2inil]

(k+1)

(1an,kvan,k+27n + 27§Hk)) 2n < k S 2’)’L—|—1

2

Therefore it holds [ " g(t)dt =0, n € Ng, k= 1,...,2" — 1, and thus G(t) = [3 g(s)ds = 0

amn

k
for t = o

n € Nog, £k =1,...,2" — 1. Since G is continuous on [0, 1], it follows G(t) = 0,

t € [0, 1], and thus g(s) = 0 for almost every s € [0, 1]. 0

From lemma 3.2.1 it follows that two arbitrary functions f,g € L?([0,1]) have expan-

sions f =

20:1<f7 Hn>Hn and g =

* {g, H,)H, (these series converge in L?([0,1])) and

(f,g) =>4 (f, Hu){g, H,) (Parseval identity).

Definition 3.2.2

The functions S, (t) = [¢ Hy,(s)ds = (Ljo,4: Hn), t € [0,1], n € N are called Schauder functions.
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AS1(H) AS2(t) AS3()
1-_ - - "
:
0 1 <
Abb. 3.2: Schauder functions
Lemma 3.2.2
It holds:

1. Su(t)>0,te[0,1], n e N\ {1},

2. Z%ll SQ"Jrk(t) < %2_%7 te [07 1]7 n e Na

3. Let {an}nen be a sequence of real numbers with a, = O(n®), ¢ < %, n — oo. Then
the series > o2 1 ap Sy (t) converges absolutly and uniformly in ¢ € [0, 1] and therefore is a
continuous function on [0, 1].

Proof 1. follows directly from definition 3.2.2.

2. follows since functions Sonyp for £ = 1,...,2" have disjoint supports and Son k() <
Sonyp(BE=t)=2"2"1 te0,1].

3. It suffices to show that R, = supycp 1] Zkson lak|Sk(t) — 0. For every k € N and
¢ > 0 it holds |ag| < ck®. Therefore it holds for all ¢ € [0,1], n € N

ST JalSk(t) < e 2V 3T g (1) < e-2Fle L gmE ol < oo e,
2n< k<2t on < k<on+l

Since € < 3, it holds Ry, < ¢ - 2° Ssm o-n(3=€) .

m— 00

Lemma 3.2.3
Let {Y,}nen be a sequence of (not necessarily independent) random variables defined on

(Q, A,P), Y, ~N(0,1), n € N. Then it holds |Y,,| = O((logn)2), n — 00, a.s.

Proof We have to show that for ¢ > v/2 and almost all w € § it exists a ng = ng(w,c) € N
such that |Y,,| < c(logn)% for n > ng. 'Y ~N(0,1), z > 0, it holds

1 o0 2 1 o0 1 2
PY>a) = o / e~ Fdy= Nors / <_y> d (6_%>
= —1 (1ey22 —/OO e*%id ) < —1 le*%
N V2T \T x y? v)= 2 X ’
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_ x2
(We also can show that ®(z) ~ é%g*?) 2 — 00.) Thus for ¢ > v/2 it holds
-1,/9 2
Z P([Yn| > C(logn)% Z logn)~ e~ 10%" _ V2 Z(logn)_%n_? < 0.
n>2 Var o5 VT

According to the Lemma of Borel-Cantelli (cf. WR, Lemma 2.2.1) it holds P(N,, Ug>p, Ax) =0
if >, P(Ag) < oo with Ap = {|Y%| > e (log k:)l} k € N. Thus Ay, occurs in infinite number
only with probability 0, with |Y,| < ¢(logn)2 3 for n > ng. O

3.2.2 Wiener process with a.s. continuous paths

Lemma 3.2.4

Let {Y,, }nen be a sequence of independent N/ (0 1)-distributed random variables. Let {an}nen
and {b,, }nen be sequences of numbers with Y7, agm | < 272, Yo, |b2m+k\ <272, meN.
Then the limits U = >0° ; a, Y, and V = 300, b, Y, U ~ N(0,3°0° 1 a2), V ~ N(O, Z;’le b2)

exist a.s., where cov(U, V) = >>>° ; apb,. U and V are independent if and only if cov(U, V) = 0.

Proof Lemma 3.2.2 and 3.2.3 reveal the a.s. existence of the limits U and V (replace a,, by
Y, and S,, by e.g. b, in Lemma 3.2.2). From the stability under convolution of the normal

distribution it follows for U™ = "™ | a,,Y;,, V™) = "™ b, V;,, that U™ ~ A(0, 7, a2),
V)~ A0, 57, b2). Since UM L U, VI L v it follows U ~ (o,zn:1 a2), V ~
N(0, Z ° , b2). Moreover, it holds
cov(U,V) = lim_ cov(U™), (M)
= n%gnoo ‘Zlaibj COV(Y;,Y})
1,j=

m 00
= lim Zazbl = Zaibi,
m—0o0
i=1 =1

according to the dominated convergence theorem of Lebesgue, since according to Lemma 3.2.3
1

it holds |Y,,| < ¢ (logn)2 , for n > Ny, and the dominated series converges according to Lemma
———

<cn®, €<%
3.2.2:
2m+1 2m+1
a.s. m m
ST anb VY <D0 anbpc®nthT <22t 975 o7 —pm(72m ) 90 >,
n,k=2m n,k=2m

For sufficient large m it holds > °° anbpYn Yy < 3272, 27 (1-22)7 < 0, and this series con-

n,k=m
verges a.s.
Now we show

cov(U,V) =0 <= U and V are independent

Independence always results in the uncorrelation of random variables. We prove the other
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direction. From (U™ V(M) # (U, V) it follows Pum ym)y === PWUV); thus

m m
P ymy(s,t) = Jim E exp{i(t Z apYy + s Z bYn)}

k=1 n=1
= lim E exp{i Z(tak + sbg) Y} = im H Eexp{i(tay + sbx)Ys}
k=1 k=1
m 2 0 2
~ lm H exp{— (tay + sby) } = exp{— Z (tag + sby) )
meree k=1 2 k=1 2

2> 0 g2 X
= exp {—2 > ai} exp{ts > apby ¢ exp {—2 > bi} = ou(t)ev(s),
k=1 k=1 k=1

—_———
cov(U,V)=0

s,t € R. Thus, U and V are independent if cov(U, V) = 0. O

Theorem 3.2.1

Let {Y,, n € N} be a sequence of i.i.d. random variables that are A(0, 1)-distributed, defined
on a probability space (€2,.4, P). Then there exists a probability space (o, Ao, P) of (22, A, P)
and a stochastic process X = {X(t), t € [0,1]} on it such that X (t,w) = Y oo Yn(w+)Sn(t),

te[0,1], w € Qo and X w. Here, {Sy }nen is the family of Schauder functions.

Proof According to Lemma 3.2.2, 2) the coefficients S, (¢) fulfill the conditions of Lemma 3.2.4
for every t € [0,1]. In addition to that it exists according to Lemma 3.2.3 a subset y C Q,
Qo € A with P(Qp) = 1, such that for every w € Qg the relation |Y,,(w)| = O(y/logn), n — oo,
holds. Let Ay = AN Q. We restrict the probability space to (Qq,.Ag, P). Then condition
an = Yy (w) = O(n®), € < 3, is fulfilled since \/logn < n¢ for sufficient large n, and according
to Lemma 3.2.2, 3) the series > 72 ; Y, (w)Sy(t) converges absolutely and uniformly in ¢ € [0, 1]
to the function X (w,t), w € o, which is a continuous function in ¢ for every w € Qy. X(-,1)
is a random variable since in Lemma 3.2.4 the convergence of this series holds almost surely.
Moreover it holds X (t) ~ N(0,320°, S2(¢)), t € [0,1].

We show that this stochastic process, defined on (£, .49, P), is a Wiener process. For that we
check the conditions of Definition 3.1.1. We consider arbitrary times 0 < t; < to,f3 < t4 <1
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and evaluate

cov(X (1) — X(12), X (1) = X(15) = cov(3_ Ya(Sulta) — Sultr)), 3 Ya(Sulta) — Salts))
n=1 n=1

[e.9]

= > (Sult2) — Su(t1))(Sn(ts) — Sn(ts))

- (<Hn7 1[0 t2]> - <Hn7 1[0,t1]>) X
< 'rla]-[O t4] > <Hn71[07t3]>)
= > (Hu,1jo4y) — Ljo41)) (Hn: Ljo.2a) — Lio,ts)
n=1

<1[0 t2] = Lo,u]s Lo,ea] — 1[07t3}>
= (Loua) Lo,ea]) — (Ljo,ta) Ljo,ea])
—(Lo,t2]+ Lo,t1) T (0,415 Ljo,t5])
= min{te, t4} — min{ty,t4} — min{ts, t3} + min{ty, t3},

by Parseval inequality and since < 1jg 4,14 >= fomin{s’t} du = min{s,t}, s,t € [0,1]. If
0<thi <t <tzg<ty < 1, it holds COV(X(tQ) — X(tl),X(t4) — X(tg)) =t —11 —ta+11 = 0,
thus the increments of X (according to Lemma 3.2.4) are uncorrelated. Moreover it holds
X(0) ~ N(0,5°°,52(0)) = N(0,0), therefore X(0) = 0. For t; = 0, to = t, t3 = 0,
ty = t it follows that Var(X(t)) = t, t € [0,1], and for t; = t3 = s, to = t4 = t, that
Var(X(t)—X(s)) =t—s—s+s=t—s,0<s <t <1. Thusitholds X(t)—X(s) ~ N(0,t—s),
and according to Definition 3.1.1 it holds X <y, O

Remark 3.2.1 1. Theorem 3.2.1 is the basis for an approximative simulation of the paths
of a Brownian motion through the partial sums X ™ (t) = S7_, Y.Sk(t), t € [0,1], for
sufficient large n € N.

2. The construction in Theorem 3.2.1 can be used to construct the Wiener process with
continuous paths on the interval [0, to] for arbitrary to > 0. If W = {W(¢), t € [0,1]} is
a Wiener process on [0,1] then Y = {Y(¢), ¢t € [0,¢0]} with Y (¢) = \/%W(%), t €10, to],
is a Wiener process on [0, to].

Exercise 3.2.1
Prove that.

3. The Wiener process W with continuous paths on R, can be constructed as follows. Let
W = (W (t), t € [0,1]} be independent copies of the Wiener process as in Theorem
3.2.1. Define W(t) = 302, 1(t € [n — 1,n))[rZt WO 1) + Wt — (n - 1))], t > 0,
thus,

W), teo,1],

WO+ WOt -1), tel,2],

W)+ W) + Wt —2), te 23]

etc.

W (t) =

Exercise 3.2.2
Show that the introduced stochastic process W = {W(t), t > 0} is a Wiener process on R .
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W(n(l) -

wO+w®(1)

\ 4

Abb. 3.3:

3.3 Distribution and path properties of Wiener processes

3.3.1 Distribution of the maximum

Theorem 3.3.1
Let W = {W(t), t € [0,1]} be the Wiener process defined on a probability space (£2, F,P).

Then it hOldS:
> .
F tlll[a?(] LL ( ) xT / e 2 Y ( )

for all z > 0.

The mapping max;cp,;) W (t) : 2 — [0,00) given in relation (3.3.1) is a well-defined random
variable since it holds: max;c(g,q W (t,w) = limy, 0o max;—1,__ W(i, w) for all w € Q since the
trajectories of {W (t), t € [0, 1]} are continuous. From 3.3.1 it follows that max,¢(o 1) W () has
an exponential bounded tail: thus max;cp 1) W (t) has finite k-th moments.

Useful ideas for the proof of Theorem 3.3.1
Let {W(t), t € [0,1]} be a Wiener process and Z, Zs, ... a sequence of independent random

variables with P(Z; = 1) = P(Z; = —1) = 3 for all i > 1. For every n € N we define
{Wn(t), t € [0,1]} by W"(t) = St—ﬁ” + (nt — WJ)%, where S; = Z1 + ... + Zi, i > 1,
So = 0.

Lemma 3.3.1

For every k > 1 and arbitrary t¢1,...,t € [0, 1] it holds:
~ - T
(WO k), ... . W () S (W(h),..., W (k)"

Proof Counsider the special case k = 2 (for k > 2 the proof is analogous). Let t; < to. For all
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s1, 89 € R it holds:

S\t | (Snta] = Sinty|+1)
+ s9
N4D N4D

S S
e 000 )
s
+Z|nty | +1(nt2 — LntQJ)T%,

81V~V(n) (tl) + S2W(n) (tg) = (81 + 82)

since S\nty) = Sinty | + Sinta] = Sinty|+1 + Spnty | +1-

Now observe that the 4 summands on the right-hand-side of the previous equation are inde-
pendent and moreover that the latter two summands converge (a.s. and therefor particularly
in distribution) to zero.

Consequently, it holds

lim Eei(s1W ™ (t1)+s2W (™) (t2)) — lim Ee' i Stnt1) i vh (Stnta) =Sinty +1)
n—o0 n—oo
; Lnt1J Sntq]
— lim Ee' ) V] Bt v Stnta)—lnty -1
n—oo
CLT,:CMT _3(51_’_52)2 _tzgh %

— e ( 2t1+25182t1+82t2)

3
_ e %( %tﬁ—?slsg mln{tl,tg}-l—s%tg)
= OW (t1), W (t2)) (815 52),
where @y (1)), w(1,)) is the characteristic function of (W (t1), W (t2)). 0

Lemma 3.3.2 3
Let W) = maxye(o,1) W™ (). Then it holds:

1
— max S, forallneN
n k=1,...n

and
JLH;OPW("<m \/7/ _2dy, for all x > 0.

Without proof

Proof of Theorem 3.3.1. We shall prove only the upper bound in Theorem 3.3.1.
From Lemma 3.3.1 and the continuous mapping theorem it follows for x > 0, £ > 1 and
t1,...,1k € [0, 1] that

n—00 te{t1,..tn te{t1,...,tx }

lim P ( max }W(")(t) > x) =P ( max W(t) > x) ,

since (1, ..., xg) — max(zy, ..., r) is continuous.
Consequently, it holds

n—eo t€[0,1] te{ts, .ti}

lim inf P <max W (t) > ac) > P ( max W(t) > a:) ,
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i 7 (n) C () _
since {te{gl?.)ftk} Wm(t) > x} C {tren[%?ﬁ W(t) > x}

With (t1,...,t) = (l E)T and max W (t) = lim max W(i) a.s. (and therefore
T k2t k te]0,1] k00 =1,k k

particularly in distribution) it holds

=1,..,

lim inf P <max W (t) > x) > lim P ('max w (;) > w) =P (max W(t) > w) .

n—0oo te€(0,1] k—o0 t€[0,1]

Conclusively, the assertion follows from lemma 3.3.2. O

3.3.2 Invariance properties

Specific transformations of the Wiener process again reveal the Wiener process.

Theorem 3.3.2
Let {W(t), t > 0} be a Wiener process. Then the stochastic processes {Y?(t), t > 0},
i=1,...,4, with

Y@ty = —Wi(t), (Symmetry)
Y@ () = W(t+ty) —Wi(ty) foraty>0, Translation of the origin)
Y@ = JeW(i) forac>0, (Scaling)
1
Y@We) = { tW(tg’ i i 8’ (Reflection at t=0)

are Wiener processes as well.

Proof 1. Y® i=1, ... 4, have independent increments with Y (t5) =Y @) (t;) ~ N(0, o —

Y

2. YD(0)=0,i=1,...,4.

3. Y® i =1,...,3, have continuous trajectories. {Y(i) (t), t > 0} has continuous trajecto-
ries for ¢ > 0.

4. We have to prove that Y (¢) is continuous at t = 0, i.e. that lim o tW (1) = 0.

lim¢_q tW(%) = lim; o0 WT(t) 2 0 because of Corollary ??.

Corollary 3.3.1
Let {W(t), t > 0} be the Wiener process. Then it holds:

P (sup W(t) = oo) =P <inf W(t) = —oo) =1.

t>0 t20

and consequently

P (sup W(t) = oo, inf W(t) = —oo) .
>0 t>0
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Proof For z,c > 0 it holds:
P(supW(t)>z] =P (su W(t>>x =P (supW(t) > —
tZg tzg c Ve tgg Ve

=P ({stgg W(t) = O} U {igEW(t) = oo}) =P (igg W(t) = 0) +P (igg W(t) = oo) =1.

Moreover it holds

>0 >0 t>1

- P

P <sup W(t) = O) = P (supW ) <P (W(t) < 0,sup W(t) < 0)

w(1) <0, igrf(W( )= W(1)) < —W(1)>

" p <Sup W(t) —W(1) < —W(t) | W(1) = x) P(W(1) € dz)
—00 t>1

t>0

= /OOO P <sup(W(t) -WQ1) < —z|W(Q) = iU) P(W(1) € dx)
/O <51>1€ W(t) = o) P(W(1) € da)

1

= P (sup W(t) = O) =,

>0 2

thus P (suptzo W(t) = O) = 0 and thus P (SuptZO W(t) = oo) =1.
Analogously one can show that P (inf;>o W(t) = —o0) = 1.

The remaining part of the claim follows from P(AN B) = 1 for any A, B € F with P(A) =
P(B) =1. 0

Remark 3.3.1
P (SuPtzo X(t) = oo, infi>0 X (t) = —oo) = 1 implies that the trajectories of W oscillate be-

tween positive and negative values on [0, 00) an infinite number of times.

Corollary 3.3.2
Let {W(t), t > 0} be a Wiener process. Then it holds

P(w € Q: W(w) is nowhere differentiable in [0,00)) = 1.
Proof

{w € Q: W(w) is nowhere differentiable in [0, c0)}
=Ny_o{w € Q: W(w) is nowhere differentiable in [n,n + 1)}.

It is sufficient to show that P(w € Q : W(w) is differentiable for a ¢ty = to(w) € [0,1]) = 0.
Define the set

A = {w € Q' it exists a fo — to(w) € [0,1] with [IW (to(w) + hy &) — W (to(w), w))| < mh, Vh € {o, 4} } .
n
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Then it holds

{w € Q: W(w) differentiable for a tog = to(w)} = U U
m>1n>1

We still have to show P(Up,>1 Up>1 Apm) = 0.
Let ko(w) = mink:mw{% > to(w)}. Then it holds for w € Ay, and 5 =0,1,2

(B ) ()] < [ (B it

n n n

i (B ) w (1))

8m
n
Let Ay, (k) = W(EL) — W (%), Then it holds
n 2 Sm
P(Anm) < P U N IAn(k+5) < —
, n
k=035=0
2 8m “ 8m ’
< ZP (ﬂ { W+ )| < }) _ <ZP <|An(0)| < ))
n n
7=0 k=0
16m
< n—I—l( > —0, n— oo,
( ) V2mn
by the independence of the increments of the Wiener Process.
Since Ay C Apt1,m, it follows P (Ap,,) = 0. O

Corollary 3.3.3
With probability 1 it holds:

n

sup sup S [W(ts) = W(ti-)| = oo,
n>10<tp<...<tn <1 ;7

ie. {W(t), t €0,1]} possesses a.s. trajectories with unbounded variation.

Proof Since every continuous function g : [0, 1] — R with bounded variation is differentiable
almost everywhere, the assertion follows from Corollary 3.3.2.

Alternative proof

It is sufficient to show that lim, oo 212;

() - (152 -
Let Z, = Y7 (W (45) - W (”;,}”))2 —t. Hence EZ, = 0 and EZ2 = {22771 and with
Tchebysheft’s inequality

EZr  (t\? as.
P(Zn] <e) < () 27" e, ZP |Z,] > ) =
E 9
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From lemma of Borel-Cantelli it follows that lim,, . Z, = 0 almost surely and thus

o<t < 3 (w () -w(U5)

A

L kt (k— 1)t | it (i — 1)t
< W) -W(—= D W(])-W ,
= Dokl n. <2n> ( 2 ) pat <2n> ( 2 )‘

Hence the assertion follows since W has continuous trajectories and therefore

() (50 -

lim max
n—00 1<k<2n

3.4 Additional exercises

Exercise 3.4.1

Give an intuitive (exact!) method to realize trajectories of a Wiener process W = {W (¢), t €
[0,1]}. Thereby use the independence and the distribution of the increments of W. Additionally,
write a program in R for the simulation of paths of W. Draw three paths ¢ — W (t,w) for
t € [0,1] in a common diagram.

Exercise 3.4.2

Given are the Wiener process W = {W(¢), t € [0,1]} and L := argmaxc[o W (t). Show that
it holds:

2
P(L <x)= —arcsin\x, z€]0,1].
T

Hint: Use relation max,.cgq W (r) 4 |W (t)].

Exercise 3.4.3
For the simulation of a Wiener process W = {W(t), t € [0, 1]} we also can use the approxima-
tion

Wi (t) = Zn: Sk(t) 2
k=1

where Si(t), t € [0,1], k > 1 are the Schauder functions, and z; ~ N(0,1) i.i.d. random
variables and the series converges almost surely for all ¢ € [0,1] (n — 00).

a) Show that for all ¢ € [0,1] the approximation W,(t) also converges in the L?-sense to
W (t).

b) Write a program in R (alternative: C) for the simulation of a Wiener process W =
{W(t), t €[0,1]}.

c) Simulate three paths ¢ — W (t,w) for ¢ € [0,1] and draw these paths into a common
diagram. Hereby consider the sampling points t; = %, k=0,...,n withn =28 —1.

Exercise 3.4.4
For the Wiener process W = {W (), t > 0} we define the process of the maximum that is given
by M = {M(t) := max¢(og W(s), t > 0}. Show that it holds:
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a) The density fy( of the maximum M(t) is given by

.5[72
frw () = \/ZeXp {_Zt} 1{z > 0}.

Hint: Use property P(M(t) > x) = 2P(W (t) > z).
b) Expected value and variance of M (t) are given by

EM(t) = % Var M(t) = t(1 — 2/7).

Now we define 7(x) := argmin ;er{W(s) = z} as the first point in time for which the Wiener
process takes value z.

c¢) Determine the density of 7(z) and show that: E7T(z) = oc.

Exercise 3.4.5
Let W = {W(t), t > 0} be a Wiener process. Show that the following processes are Wiener
processes as well:

0, t=0,

tw(l/t), t>0, Wa(t) = VeW(t/c), ¢>0.

Wi(t) = {

Exercise 3.4.6
The Wiener process W = {W(t), t > 0} is given. Size Q(a,b) denotes the probability that the
process exceeds the half line y =at + b, ¢t > 0, a,b > 0. Proof that:

a) Q(a7 b) = Q(b7 CL) and Q(CL, by + b?) = Q(CL, bl)Q(av b2)7
b) Q(a,b) is given by Q(a,b) = exp{—2ab}.



4 Lévy Processes

4.1 Lévy Processes

Definition 4.1.1
A stochastic process { X (t), ¢t > 0} is called Lévy process, if

1. X(0)=0,
2. {X(t)} has stationary and independent increments,

3. {X(t)} is stochastically continuous, i.e for an arbitrary ¢ > 0, ¢y > 0:

lim P(|X (¢) — X(to)] > €) = 0.

t—to

Remark 4.1.1
One can easily see, that compound Poisson processes fulfill the 3 conditions, since for arb. € > 0
it holds

P (X (t) — X(to)| < &) > P (|X(t) — X(to)] > 0) <1 —e A=l 0,

Further holds for the Wiener process for arb. € > 0

P (IX(t) = X (to)] > 2) ,/ H0/ xp< t_t0)>dy

g 2 e~ dy —— 0,
7'[' t t—to

4.1.1 Infinitely Divisibility

Definition 4.1.2
Let X : 2 — R be an arbitrary random variable. Then X is called infinitely divisible, if for

arbitrary n € N there exist i.i.d. random variables Yl(n), . ,ern) with X < Yl(n) +...+ Yn(").

Lemma 4.1.1
The random variable X : 2 — R is infinitely divisible if and only if the characteristic function
px of X can be expressed for every n > 1 in the form

ox(s) = (pn(s))" for all s € R,

where @, are characteristic functions of random variables.

52
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Proof |, =«
Yl(n), . ,Yn(n) iid., X 4 Yl(n) T A0 Hence, it follows that ¢x(s) = [[{2; ¢y (s) =

(on(8))™

13 ¢ 13
vx(s) = (¢n(s))" = there exist Yl("),..., "™ iid. with characteristic function on and
Oyvy.... v, (8) = (en(s))” = ¢x(s). With the uniqueness theorem for characteristic functions
it follows that X 4 Y] ) + ...+ Yn(n). O

Theorem 4.1.1
Let {X(t), t > 0} be a Lévy process. Then the random variable X (¢) is infinitely divisible for
every t > 0.

Proof For arbitrary ¢ > 0 and n € N it obviously holds that

o () (3] X () oo (1) (252

Since {X(¢)} has independent and stationary increments, the summands are obviously inde-

pendent and identically distributed random variables. O
Lemma 4.1.2
Let X1, Xo,...: Q — R be a sequence of random variables. If there exists a function ¢ : R — C,

such that ¢(s) is continuous in s = 0 and lim,_, ¢x, (s) = ¢(s) for all s € R, then ¢ is the
characteristic function of a random variable X and it holds that X, 4 x.
Definition 4.1.3

Let v be a measure on the measure space (R,B(R)). Then v is called a Lévy measure, if
v({0}) =0 and

/}Rmin {y27 1} v(dy) < 0. (4.1.1)

»
>

Abb. 4.1: y — min(y?, 1)

Note

e Apparently every Lévy measure is o-finite and
v((—e,e)") <e, foralle >0, (4.1.2)

where (—¢g,6)* =R\ (—¢,¢).
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e In particular every finite measure v is a Lévy measure, if v({0}) = 0.
o If v(dy) = g(y)dy then g(y) ~ ﬁ for y — 0, where § € [0, 3).

e An equivalent condition to (4.1.2) is

2 2

Y . 2 Y
< <2——
1+ 42 mln{y ,1} 21 "l

y?
/ (dy) < oo, since
R

4.1.3

Theorem 4.1.2
Let a € R, b > 0 be arbitrary and let v be an arbitrary Lévy measure. Let the characteristic
function of a random variable X : 2 — R be given through the function ¢ : R — C with

52 ,
©(s) = exp {ias — b? + /R (elsy —1—isyl(y € (—1, 1))) y(dy)} forall s e R. (4.1.4)

Then X is infinitely divisible.
Remark 4.1.2 e The formula (4.1.4) is also called Lévy-Khintchine formula.
e The inversion of Theorem 4.1.2 also holds, hence every infinitely divisible random variable

has such a representation. Therefore the characteristic triplet (a, b, v) is also called Léuvy
characteristic of an infinitely divisible random variable.

Proof of Theorem 4.1.2 1st step
Show that ¢ is a characteristic function.
For y € (—1,1) it holds

isy . .- (Zsy)k . . (Zsy)k = s* 2
e —1—zsy‘zz i —1—zsyzz ol <y ZH <y-c
k=0 ’ k=2 ’ k=2 """
i

Hence it follows from (4.1.1) that the integral in (4.1.4) exists and therefore it is well-
defined.

e Let now {c,} be an arbitrary sequence of numbers with ¢, > ¢,41 > ... > 0 and
limy, o0 ¢ = 0. Then the function ¢, : R — C with

(5) = expd i / @) - e / (¢ — 1) w(dy)
n = €eX 1S\ a— 12 —_ — X (& - v
4 P [—c,mcn]cﬂ(—l,l) Y Y 2 P [—Cn,cn]‘: Y

is the characteristic function of the sum of independent random variables ZYL) and Zén),
since

— the first factor is the characteristic function of the normal distribution with expec-
tation a — [|_. . jen(—1,1) ¥¥(dy) and variance b.

— the second factor is the characteristic function of a compound Poisson process with
parameters

A=v([—cn,cn]?) and Py(-) = v(- N [=cn,cnl/v([—cn,cnl))
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e Furthermore lim, o ¢n(s) = ¢(s) for all s € R, where ¢ is obviously continuous in 0,
since it holds for the function ¢ : R — C in the exponent of (4.1.4)

P(s) = /R (eisy —1—isyl(y € (-1, 1))) v(dy) forall s e R

that [(s)| = cs? Jin y2v(dy) + Jc11ye e*¥ — 1| v(dy). Out of this and from (4.1.3) it
follows by Lebesgue’s theorem that liH(l) P(s) =0.
S—

e Lemma 4.1.2 yields that the function ¢ given in (4.1.4) is the characteristic function of a
random variable.

2nd step
The infinite divisibility of this random variable follows from Lemma 4.1.1 and out of the fact,
that for arbitrary n € N 7 is also a Lévy measure and that

b

»(s) = exp {i:;s — ”22 + /R (eiSy —1—isyl(y € (-1, 1))) (Z) (dy)} for all s € R.

Remark 4.1.3
The map n: R — C with

bs?

n(s) = ias — > + /R (eisy —1—isyl(y € (—1, 1))) v(dy)

from (4.1.4) is called Lévy exponent of this infinitely divisible distribution.

4.1.2 Lévy-Khintchine Representation

{X(t), t > 0} — Lévy process. We want to represent the characteristic function of X (¢), ¢t > 0,
through the Lévy-Khintchine formula.

Lemma 4.1.3

Let {X(t), t > 0} be a stochastically continuous process, i.e. for all ¢ > 0 and ¢y > 0 it holds
that lim ¢, P(|X () — X (t0)| > €) = 0. Then for every s € R, t — px(s) is a continuous
map from [0, 00) to C.

Proof e y — €Y continuous in 0, i.e. for all ¢ > 0 there exists a §; > 0, such that

sup
ye(—d1,01)

: £
sy _
e 1’ < 5"
o {X(t), t > 0} is stochastically continuous, i.e. for all ty > 0 there exists a d2 > 0, such

that
sup P(X(t) — X(tg)| > 1) <

>0, |t—to|<b2

™
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Hence, it follows that for s € R, ¢t > 0 and |t — to| < J2 it holds

‘@X(t)(s) - @X(to)(s)‘ _ ’E (eisX(t) - eisX(to))‘ < E eisX(to) (eis(X(t)fX(to)) o 1)‘
< EfenxO-Xto) _ | - /R € — 1| Py x(10) (dy)
< —-1|P d
< / . ‘ X (t)- X (to) (dY)
+/ —1|P d
51.61)¢ ‘ X(t (to)( y)
< sup e — 1\ F2P (X () — X(to) > 61) <e
y€(—01,01)

Theorem 4.1.3
Let {X(t), t > 0} be a Lévy process. Then for all ¢ > 0 it holds

ox)(s) = 6m(8)7 s €R,

, where 1 : R — C is a continuous function. In particular it holds that

¢ t
SDX(t)(S) — etn(s) — (en(S)) = (@X(l)(s)) , forallseR, t>0.
Proof Due to stationarity and independence of increments we have

(t+t) _ g (eisX(t)eis(X(t+t’)—X(t)))

@X(t+t’)(3) = Ee"¥ = SDX(t)(S)SOX(t’)(S>a seR.

Let g5 : [0,00) — C be defined by gs(t) = xu)(s), s € R, gs(t +t') = gs(t)gs(t'), t,t" > 0.
X (0) =0.
gs(t + t/) = gs(t)gs(t/)7 t, t/ > Oa

gs(O) = 17
gs : [0,00) — C continuous.

Hence there exists 7 : R — C, such that gs(t) = ") for all s € R, t > 0. ox(s) = e"s) and
it follows that n is continuous. O

Lemma 4.1.4 (Prokhorov):
Let ji1, p12, . .. be a sequence of finite measures (on B(R)) with

L. sup,>q n(R) < ¢, ¢ = const < oo (uniformly bounded)

2. for all € > 0 there exists B. € B(R) compact, such that fulfills the tightness condition
sup,,>1 in(BE) < €. Hence follows that there exists a subsequence fin, , in,, - - - and a finite
measure over B(R), such that for all f: R — C, bounded, continous, it holds that

Jim. /R F W) tiny, (dy) = /R f(y)u(dy)

Proof See [14], page 122 - 123. 0
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Theorem 4.1.4
Let {X(t), t > 0} be a Lévy process. Then there exist a € R, b > 0 and a Lévy measure v,
such that

oxy(s) = ¢t +/ e —1—iyl(y € (1 1))) v(dy), for all s € R.
Proof For all sequences (t,)nen C (0,00), with nlgrolo t, = 0, it holds

tnm(s) _ -1
- S T W, (4.1.5)

=0 n—00 tn n—00 n

o(e) = (¢

since 7 : R — C is continuous. The latter convergence is even uniform in s € [—sg, s¢] for any
so > 0, since Taylor’s theorem yields

etnn(s) —1

= 1l -
i i, n(s) =

lim ’n(s) -

n—oo

= lim
n—oo |t

oo s k

n—0o = (k+ 1)!
oo k—1
_ : 2 (tan(s))
o nh—{go " (S)t”kz::l (k+1)!
< wre S e n(s)] <
< im , where M := sup |n(s 00
n—00 n ~ (/ﬂ + 1)! 5€[—50,50]
_ 2, \tnM|k L |
= M Z TR TD)
< lim M?t Z M
- n—o0 1)

—  lim M2tne|t"M '
n—oo

= 0
Now let t, = 1 and P, be the distribution of X (). Hence it follows that

. Px(1y(s) =1
lim n / (6 — D)Pp(ds) = lim n "7 — (g)
R n—oo E

n—o0

: %0 18y 50
nIEQO/Rn/SO (e - 1) P.(dy)ds = /SO n(s)ds

and consequently

. 1 [so
lim n/ <1 - SlIl(Soy)) P.(dy) = lim n/ / ey — dsP (dy) = —— n(s)ds.
n—00 R S0Y T nSoo R 250 —so 250 —so
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Since n : R — C is continuous with 7(0) = 0 and it follows from the mean value theorem,
that for all € > 0 it exists 9 > 0, such that ‘—— 20, n(s )ds‘ < e. Since 1 — % > 1, for
[soy| > 2, it holds: for all £ > 0 there exist sy > 0, ng > 0, such that

n—»00 n—00 SoY

lim sup — / n(dy) < lim supn/ (1 — szn(soy)> P.(dy) <e
2 y ly|>2 R
Hence for all € > 0 there exist sg > 0, ng > 0, such that

n/ Pn(dy) <4e, for all n > nyg.
{y 1yl l}

Decreasing sg gives
n/ Pn(dy) <4e, foralln > 1.
{y'\y|>l}

2 .
i (1_s1ny>7 forally #0 and ac>0.
1+ y? Y

Hence, it follows that

2
Yy / /
supn [ ——=P,(dy) < forac < oo.
nzll) /[Rl+y2 n( y)i

Let now puy, : B(R) — [0, 00) be defined as
Y2
1in(B) = n /B T Puldy) for all B € B(R)

It follows that {fi,},cy is uniformly bounded, sup,,»; pn(R) < ¢/. Furthermore holds <1,

1+ 1+y2
SUpP,>1 Hn ({y syl > %}) < 4e and {pin}, oy relatively compact. After lemma 4.1.3 it holds:

there exists {fin,, }jcn, such that

Jim /R S (W) tiny, (dy) = /R f(y)u(dy)

for a measure p and f continuous and bounded. Let for s € R the function f; : R — C be
defined as

(e'¥ — 1 —issin(y)) Ity? y #0,
s (y) = 52 Y .
-5 , otherwise.
Hence follows that fs is bounded and continuous and
n(s) = nlgngon/IR (eisy - 1) P, (dy)
= lim </ fs(W)pn(dy) + isn/ sin yPn(dy))
n—oo R R
= lim (/ fs(y) tin,, (dy) + isnk/ sin yPnk(dy)>
k—o00 R

= /fS wu(dy) + hm zsnk/ sinyPy, (dy)
R

n(s) = ia's— 7 + / (eisy — 1 —issin y) v(dy),
R
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for all s € R with o’ = limy_,o isny, [ SinyPy, (dy) < 00, b= p ({0}), v : B(R) — [0, 00),

1442 d 0
y(dw:{ S vz o

[ 1y € (~1,1)) =siny| v(dy) < o0

. 1+y? " 1"
lyl(y € (—1,1)) — siny]| <, forally#0 andac” >0.
Y

2
Hence follows that
. bSQ is
n(s) = ias — -5 -|-/ ( Y—1—1isyl (y € (—1, 1))) v(dy), forall s €R.
R

a=ad +/ (yl(y € (—1,1)) —siny) v(dy).
R

4.1.3 Examples

1. Wiener process (it is enough to look at X (1))
52
X(1) ~N(0,1), px(1)(s) = e~ 7 and hence follows

(a,b,v) =(0,1,0).

Let X = {X(t), t > 0} be a Wiener proess with drift u, i.e. X(t) = ut + oW (t), W =
{W(t), t > 0} — Brownian motion. It follows

(a7 b7 ]/) = (IL’L? 0-27 0)'
. . . . 2
QDX(I)(S) _ Eest(l) — Ee(,u-l—ch(l))zs _ 6’#15(,01/1/(1)(08) _ els”_"QT’ scR.

2. Compound Poisson process with parameters (A, P,)
X(t) =¥ U, N(t) ~ Pois(At), U; idd. ~ Py.

exm() = e A [ (= 1) Putan)]

= exp{ zs/le (x € [-1,1])Py(dx) —i—)\/ B ] —jsxl(x € [~1 1])) PU(da:)}

1
= exp{)\zs/ Py (dz) —i—)\/ e — 1 —isxl(z € [—1 1])) PU(d:c)}, seR.
1

Hence follows

1
(a,b,v) = ()\/ xPU(dw),O,)\PU> , Py — finite on R.
-1
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3. Process of Gauss-Poisson type
X ={X(t), t >0}, X(t) = X1(t) + Xa(t), t > 0.
X1 ={Xi(t), t >0} and Xy = {X3(t), t > 0} independent.
X1 — Wiener process with drift 1 and variance o2,
X5 — Compound Poisson process with parameters A, Py.

oxw(s) = ox,0)(8)0x,)(5)

o2s? :
= exp |isp— 5 + )\/e”” — 1Py (dx)
R

1 022
= exp{is (,u + /\/ xPU(dac)> ~ =3
-1

~|—/R>\ (eis;c —1—iszxl(x € [-1, 1])) PU(dm)} . seR.

Hence follows .
(a,b,v) = <u+ )\/ :L‘PU(dx),JQ,)\PU) .
-1

4. Stable Lévy process
X = {X(t), t >0} — Lévy process with X () ~ « stable distribution, o € (0,2]. To
introduce a-stable laws v, let us begin with an example.
If X = W (Wiener process), then X (1) ~ N(0,1). Let Y,Yy,...,Y, be i.id. N(u,0?)-
variables. Since the normal distribution is stable w.r.t. convolution it holds

Y1+ ...+ Y, ~ N(np,no?) 4 VnY +np—/np
= VY +p(n—+/n)

1 2 1

= n§Y+M(n§—n§)

= niY—Fu(n—ni), a=2.

Definition 4.1.4
The distribution of a random variable Y is called a-stable, if for all n € N independent copies
Y1,...,Y, of Y exist, such that

Vit +Y, Lnsy +d,,

where d,, is deterministic. The constant « € (0,2] is called index of stability.
Moreover, one can show that

H (TL - ni)v «a 7é 1’
dy, =
pnlogn , a=1.
Example 4.1.1 e o = 2: Normal distribution, with any mean and any variance.

e a = 1: Cauchy distribution with parameters (u,o?). The density:

fy(z) = 7 . z€eR.

T ((x —u)?+ 02)

It holds EY? = oo, EY does not exist.
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e o= %: Lévy distribution with parameters (u,02). The density:

0 , otherwise.

fy(x):{ (E) meXp{—m}, x>,

These examples are the only examples of a-stable distribution, where an explicit form of the
density is available. For other a € (0,2), a # %, 1, the a-stable distribution is introduced
through its characteristic function. In general holds: If Y a-stable, o € (0, 2], then E|Y|P < oo,
0<p<a.

Definition 4.1.5
The distribution of a random variable is called symmetric, if Y < _y.
If Y has a symmetric a-stable distribution, o € (0, 2], then

oy (s) =exp{—cls|”}, s€R.

Indeed, it follows from the stability of Y that
v (s :6‘"(,0)/ nés, s €R.
© n idn s

It follows that d,, = 0, since ¢_y(s) = @y (s) = varphiy(—s). It holds: e!¥n® = ¢~¥ns s c R
and d, = 0. The rest is left as an exercise.
Lemma 4.1.5

Lévy-Khintchine representation of the characteristic function of a stable distribution. Any
stable law is infinitely divisible with the Lévy triplet (a,b,v), where a € R arbitrary,

_ o2, a=2,
10, a<?2.
and

0 , a=2,
Vi) = { q;lcql-a]-(x > 0)dz + |xﬁ2+a1(x <0)dr, a<2,c,c>0:c+c2>0

Without proof
Exercise: Prove that
PV >2), 50 &7 “ 22
< a<2
Definition 4.1.6
The Lévy process X = {X(t), t > 0} is called stable, if X (1) has an a-stable distribution,
a € (0,2] (o = 2: Brownian motion (with drift)).

4.1.4 Subordinators

Definition 4.1.7
A Lévy process X = {X(t), t > 0} is called subordinator, if for all 0 < t; < ta, X (t1) < X (t2)
a.s.

Since
X0)=0 as. = X({)>0, t>0, as.
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This class of Subordinators is important since you can easily introduce | f g(t)dX(t) as a
Lebesgue-Stieltjes-integral.

Theorem 4.1.5
The Lévy process X = X(t), t > 0 is a subordinator if and only if the Lévy-Khintchine repre-
sentation can be expressed in the form

©x(1)(s) = exp {ias + /IR (eisz - 1) y(dx)} , seER, (4.1.6)

where a € [0,00) and v is the Lévy measure, with

v ((—00,0)) = 0, /0°° min {1,52} (dy) < oo.

Proof Sufficiency
It has to be shown that X (t2) > X (¢1) a.s., if to > ¢; > 0.
First of all we show that X (1) > 0 a.s.. If » =0, then X (1) =a > 0 a.s., hence

t iats
SOX(t)(S) = (@X(l)(s)) =e", selR.

X(t) = at a.s. and therefore it follows that X (¢) T and X is a subordinator.
If v(]0,00)) > 0, then there exists N > 0 such that for all n > N it holds 0 < v ([%, oo)) < 00.
It follows

n—oo n—oo

©x(1)(s) = exp {z’as + lim [ (ei” - 1) V(da:)} =€ lim @,(s), scER,

sz 1) v(dx) is the characteristic function of a compound Poisson process

v(-n[ie0))
v([7:0))
variable with characteristic function ¢,. It holds: Z, = Zi\ﬁﬁ U;, N, ~ Pois (V ({%,oo))),

where ¢, (s) = [T° (e

distribution with parameters (V ([%, oo)) , for all n € N. Let Z,, be the random

AL
U; ~ M; hence follows Z,, > 0 a.s. and X(1) 4d 4 +lim Z, > 0 a.s.. Since X is a
”([E’Oo)) \>/O/ H>6—’

Lévy process, it holds

sor=(3) (1(2) - (2) - () (5)

where, because of stationarity and independence of the increments, X (%) - X (%) a.ZS. 0 for
1 <k < mnfor all n. Hence X(q2) — X(q1) > 0 a.s. for all ¢1,¢2 € Q, ¢2 > ¢1 > 0. Now
let t1,t2 € R such that 0 < t; < to. Let {q%n),qén)} be sequences of numbers from Q with

q%n) < qén) such that qgn) 311, qén) T t2, n — 0o. Fore >0

P(X(t2) ~ X(t1) < =) = P|X(ta) = X (&4”) + X (") = X (¢") +X (¢") - X (1) < —¢

>0
< P (X(tz) - X (q§”)> L X (qgn)) X (1) < _€>
< P (Xt - X () <=5 ) 4P (X (o) - Xt < -5 ) o0,
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since X is stochastically continuous. Then
P(X(t2) — X(t1) <e)=0 foralle >0 and
P(X(te) — X(t1) < 0) = lim P(X(te) — X(t1) <e)=0
e—40
= X(t2) > X(t1) as.

Necessity
Let X be a Lévy process, which is a subordinator. It has to be shown that ¢x(1)(-) has the
form (4.1.6).
After the Lévy-Khintchine representation for X (1) it holds that

b282 00 .
©x(1)(s) = exp {z’as — 5 +/ (e”” —1—isxl(z € [-1, 1])) I/(dx)} , seR.
0

The measure v is concentrated on [0, c0), since X () ag 0 for all ¢t > 0 and from the proof of
Theorem 4.1.4 v ((—00,0)) = 0 can be chosen.

b2 2

Px(1)(s) = exp {ias - 2} exp {/000 (eisx —1—isxl(z € [-1, 1])) V(dac)}

=PYs(s)

=Py (s)

Hence it follows that X (1) = Y; + Y5, where Y7 and Y5 are independent, Y7 ~ N(a,b?) and
therefore b = 0. (Otherwise Y] could attain negative values and consequently X (1) could attain
negative values as well.)

For all € € (0,1)

©x(1)(s) = exp {is (a - /: xu(dm)) + /OE (eisx —-1- is:v) v(dr) + /OOO <ei5x - 1) Z/(dx)} .

It has to be shown that for € — 0 it holds [>° (€%% — 1) v(dz) — [5° (" — 1) v(dx) < oo with
fol min {z, 1} v(dr) < 0o. px(1)(s) = exp {is (a - fsl xu(dw)) } 0z, (8)¢z,(s), where Z; and Z

€ . .
are independent, ¢z, (s) = exp? [ (" — 1 —isz) v(dx) ¢, ©z,(s) = exp { [7° (" — 1) v(dx)},
0

s € R. Then X (1) La— [} av(dx) + Zy + Zy. There exist 90(221)(0) = %Z? < 00, cp(le)(O) =0=
iEZ; and it therefore follows that EZ; = 0 and P(Z; < 0) > 0. On the other hand, Z5 has a
compound Poisson distribution with parameters (V ([e,00)), %), e €(0,1).

= P(Z3, <0) >0, since P(Z2 =0) > 0.

For X (1) to be positive it follows that a — fal zv(dr) >0 forall e € (0,1). Hence a > 0 and

/ min {z, 1} dz < cc.
0

Moreover, for € | 0 it holds 7 40 and consequently

Px(1)(s) = exp {is (a - /01 fm/(dx)> + /OOO (em - 1) V(dx)} , seR.



64 4 Lévy Processes

Example 4.1.2 (a-stable subordinator):
Let X = {X(t), t > 0} be a subordinator, with a = 0 and the Lévy measure

1
V(d$) _ ﬁmd%, x > 07
0 —sdz =0, z<0.

By Lemma 4.1.5 it follows that X is an a-stable Lévy process.
We show that [x,(s) = Ee*X() = 75" for all s,t > 0.

t > 18T L 1
ox)(s) = (@X(l)(s)) = exp {t/o (e 1) T(i—a)zi+a d:z:} , seR.

It has to be shown that

« o0 _ dx
= Fioa )y 0T w20

This is enough since ¢ x(4)(-) can be continued analytically to {z € C : Imz > 0}, i.e. px)(iu) =
ZX(t)(u), u > 0. In fact, it holds that

o
/ (1—e™) 1+d / / “Wdyr T
0
Fubini / / ue” W% xdy
0 Y
o0 (o)
= / / T %zue”Wdy
0 y
R
@ Jo
Subst. u o0 _ _ 1 y4
2 —/ e 27 ¢ _ad<u>
_ 7/ L-a)=1,,

= —I‘l—a)

and hence follows ZX(t)(s) =e % t,s>0.

4.2 Additional Exercises

Exercise 4.2.1
Let X eb a random variable with distribution function F' and characteristic function ¢. Show
that the following statements hold:

a) If X is infinitely divisible, then it holds ¢(t) # 0 for all ¢t € R. Hint: Show that
limy, o0 |on(s)]2 = 1 for all s € R, if ¢(s) = (¢n(s))*. Note further that |@,(s)|* is
again a characteristic function and lim,_ zn =1 holds for x > 0.

b) Give an example (with explanation) for a distribution, which is not infinitely divisible.
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Exercise 4.2.2
Let X = {X(t), t > 0} be a Lévy process. Show that the random variable X (¢) is then infinitely
divisible for every ¢ > 0.

Exercise 4.2.3
Show that the sum of two independent Lévy processes is again a Lévy process, and state the
corresponding Lévy characteristic.

Exercise 4.2.4
Look at the following function ¢ : R — C with

o(t) =@ where (t) =2 Z 2 % (cos(2Ft) — 1).

k=—o0

Show that ¢(t) is the characteristic function of an infinitely divisible distribution. Hint: Look
at the Lévy-Khintchine representation with measure v({£2F}) =27F k € Z.

Exercise 4.2.5

Let the Lévy process {X(t),t > 0} be a Gamma process with parameters b,p > 0, that is, for
every t > 0 it holds X (¢) ~ I'(b, pt). Show that {X(¢),¢ > 0} is a subordinator with the Laplace
exponent £(u) = [°(1 — e ) (dy) with v(dy) = py~ e %dy, y > 0. (The Laplace exponent
of {X(t),t > 0} is the function ¢ : [0,00) — [0, 00), for which holds that Ee=%X() = ¢=#(®) for
arbitrary ¢,u > 0)

Exercise 4.2.6

Let {X(t),t > 0} be a Lévy process with charactersistic Lévy exponent n and {7(s),s > 0} a
independent subordinator witch characteristic Lévy exponent 7. The stochastic process Y be
defined as Y = {X(7(s)),s > 0}.

(a) Show that
E (ei9Y(S)) =m0 g e R,
where Imz describes the imaginary part of z.

Hint: Since 7 is a process with non-negative values, it holds Ee?7(s) = ¢7(®)s for all
0 € {z € C:Imz > 0} through the analytical continuation of Theorem 4.1.3.

(b) Show that Y is a Lévy process with characteristic Lévy exponent vy(—in(-)).

Exercise 4.2.7
Let {X(t), t > 0} be a compound Poisson process with Lévy measure

A2 e
v(dr) = —\[6 202dx, x €R,
o\
where A\, o0 > 0. Show that {cW(N(t)), ¢t > 0} has the same finite-dimensional distributions
as X, where {N(s), s > 0} is a Poisson process with intensity 2\ and W is a standard Wiener
process independent from V.

Hint to exercise 4.2.6 a) and exercise 4.2.7

e In order to calculate the expectation for the characteristic function, the identity E(X) =
E(E(X]Y)) = J[g E(X|Y = y)Fy(dy) for two random variables X and Y can be used. In
doing so, it should be conditioned on 7(s).
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2 as2
o [ cos(sy)e Zady = 2ma-e T fora >0 and s € R.

Exercise 4.2.8
Let W be a standard Wiener process and 7 an independent §-stable subordinator, where
a € (0,2). Show that {W(7(s)),s > 0} is a a-stable Lévy process.

Exercise 4.2.9

Show that the subordinator 7" with marginal density
t

PN
1

is a 5-stable subordinator. (Hint: Differentiate the Laplace transform of T'(¢) and solve the

differential equation)

2
fr)(s) s h 1{s > 0}
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