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Introduction

Scan statistic

Let & = {X;} be an independently marked point process in R?
with iid marks {M;} observed within a cube W. For a (cubic)

Scan statistic: T = supy, ey S(Wo)
» Usual scan statistic of fixed size r > 0:

W={W; =x+r[0,1]9 x cRY: Wy Cc W}.
» Multiscale scan statistic: W = {all cubes W; c W}

Limit theorems: T = T, %57 as W = W, = n[0,1]%, n — oo
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Motivation

CSR hypothesis tests for independently marked (binomial)
processes

Multiscale scan statistic T is a likelihood ratio test statistic for
the following hypotheses:

» Hy: @ = {X;} is an independently marked binomial point
process in W with iid marks {V;} having distribution Fg
» Hi: & = {X;} is an independently marked binomial point
process in W with marks { V;} having distribution Fy if
Xi € Wy and Fy if Xj € W\ W; where Wy C W is a certain
subwindow of W.
with M; = log p(V;) where p = dFy/dF is the density of F; w.r.t.
Fo.
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Scan statistics for point processes

» Scan statistics in R and R?: Glaz, Balakrishnan (1999),
Glaz, Naus, Wallenstein (2001)

» LT for the usual scan statistic in R?: ¢ = stationary
compound Poisson process (Chan (2009))

» LT for the multiscale scan statistic in R': Cohen (1968),
Iglehart (1972), Karlin, Dembo (1992), Doney, Maller
(2005)

» LT for the multiscale scan statistic in RY: independently

marked empirical processes and independently scattered
Lévy measures (Kabluchko, S. (2009))
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Scan statistic for Lévy noise

» Lévy noise: Let € = {£(t),t > 0} be a Lévy process with
£(0)=0,E&(1) = p, 0 = Varé(1) > 0.
Lévy noise Z = {Z(B), B € B(RY)} is an independently
scattered stationary random measure on R9 driven by ¢,
i.e. Z(B) < ¢(|B]) for Borel sets B € B(RY) where
| - | is the volume in RY.

» Multiscale scan statistic:

Th= sup Z(W,), neN
WoeWn

for W, = {all cubes within W, = [0, n]“}.
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LT for the scan statistic of Lévy noise
Theorem (Kabluchko, S. (2009))
> If i > 0 then (T, — un®)/(en?/2) -4 Y ~ N(0,1)

> If i = 0 then T,/(on?/?) ~ supy, .y, Z(W,), where
Z = {Z(B), B € B(RY)} is the standard Gaussian white
noise on [0, 1]¢.

» If the distribution of £(1) is non—lattice, ©(s) = log E es¢(1)
exists for s € [0, sg) with the maximal sy € (0, co] and
3s* € (0,8p): ¢(s*) =0 (1 < 0) then

s*Th—dlogn—(d—1)loglogn—c 4, Y,

where Y is standard Gumbel distributed r. v. and c is a
constant.
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LT for the scan statistic of Lévy noise

Ideas of the proof: i > 0
» Show that T, ~ Z([0, n]9) as n — oo using

» the invariance principle for multidimensionally indexed
random fields (Bickel and Wichura, 1971). It holds

=(n)/(on¥?) — Z(), n—oo

weakly in Skorohod space D[0, 1], where

= = {=(x), x € R} is the Lévy sheet defined by

=(x) = Z([o, x]), x € [0,1]9 and Z = {Z(x), x € R9}

is the Brownian sheet on [0, 1]¢ with continuous paths.
» Use a classical CLT for iid random variables

(Z is a noise!).
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LT for the scan statistic of Lévy noise

Ideas of the proof: 1 =0

» Use the above invariance principle once again.
Apply the continuous sup-functional to get

To/(on92) <5 sUpyy, ey, Z(Wo).
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LT for the scan statistic of Lévy noise

Ideas of the proof: < 0
» Use Pickands’ method of double sums
» Only those cubes of volume v, = ¢*log n and
vn = Ay/Vp contribute substantially to the scan
statistic T, where c* and A are some positive
constants and A is large enough.

» Use the large deviation result for Lévy processes
by V. Petrov (1965).
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LT for the scan statistic of the compound Poisson process

Corollary (Kabluchko, S. (2009))

The same result holds for the case if ® = {(Xj, M;), i € N}

is an independently marked stationary Poisson point

process in RY with unit intensity and iid marks {M;}, E M; = p,
02 = Var M; € (0, ).

Proof.
Use the Lévy noise Z(B) = }_; x.g M; for bounded
Borel sets in RY. O
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LT for the scan statistic of marked empirical processes

Let® = {(X;,M;),i =1,...,n} be an independently
marked empirical process in W = [0, 1]9 with

iid marks {M;}. Let EMy = p, 02 = Var My € (0, c0).
The multiscale scan statistic is here

To=sup > M,
WoeW i x.e W,

with W = {all cubes W; c W}.
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LT for the scan statistic of marked empirical processes
Corollary (Kabluchko, S. (2009))
> If > 0 then (T, — pn9)/(on®2) -% ¥ ~ N(0,1)

> If ;= 0 then T,/(on?/?) ~ supy, .,y Z(W,), where
Z = {Z(B), B € B(R9)} is the standard Gaussian white
noise on [0, 1]¢.

» If the distribution of My is non—lattice, ©(s) = log E M
exists for s € [0, sg) with the maximal sy € (0, co] and
3s* € (0,8p): p(8*) =0 (1 < 0) then

s*Tp—logn—(d—1)loglogn— c-L Y,

where Y is standard Gumbel distributed r. v. and c is a
constant.
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LT for the scan statistic of marked empirical processes

Proof.

Approximate the distribution of the marked empirical
process in [0, 1]¢ by the distribution of the stationary
compound Poisson process ¢ with unit intensity in
the cube [0, t,]9, t, = inf{t > 0 : ([0, ]9) = n+ 1}.
Then use the first corollary.
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Outlook

» Erdos-Rényi-type laws for the scan statistics
with fixed cube size clog n for Lévy noise
(clog n/n for marked empirical processes, resp.)

» LT for other types of scan statistics e.g. those
based on other empirical quantiles of scans
or on their Lorenz curve.
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