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Deconvolution problem

Model
Let

Yi=Xi+¢€, i=1,....n,

where Xi,..., X, are i.i.d. with a density f and &;,...,€&, are i.i.d. with a
density g.

Convolution
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frly) = [ xglly) = / Fly - x)g(x) dx
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Goal

Deconvolution, that is, estimation of the density f from the observations
Yi,..0, Yo
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\




Fourier approach

Convolution theorem

FII(w) = [ ¥ fy(x)dx = ZI1(0) Flel(w)

Deconvolution

| A\

The estimator for f is usually based on the ratio

() = S

provided .#[g](u) # 0 for all u € R.
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Problem

In many situations, for example in the case of the uniformly distributed €;,
the Fourier transform of g has zeros on real line, see Hall and Meister
(2007) and Meister (2008).




Bilateral Laplace transform

For a generic locally integrable function y denote

W)= [ e y(od
R
The convergence region of the above integral will be denoted by

Yy={ze€C:Re(z) € (o, oy},

_ —
v Oy %0 S Oy < Oy oo
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Inverse Laplace transform

(t)—l/s+i°°A( et d
V= o vizjem az
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As compared to Fourier approach there is an additional tuning parameter s.




Construction of estimator

Q Let 01 < 05 < ..., be distinct real parts of zeros of g. Denote
s _1sY ¢V _ 1, 5 <R ,
g Ugv ¢ =1{z:0j <Re(z) <0j1}
Jj=1
and

Se=J 559), .§g) ={z: —0j41 <Re(z) < —0j}.
j=1

@ Let K be a kernel with bounded support, that is, K is an entire
function.



Estimator

Kernel

Given a real number h > 0 put

1[5t K(zh)
L = 2
=00 = oz /s,-m g(—2)° %

for any s € gg.

v

Note that L 4(t) is the inverse Laplace transform of the function g((fg).
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fo.n(x0) =

l
S| =
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Ls n(Yi —x0)




Motivation

Lemma

Suppose that for any s € (5,,0)U(0, 5 ) the integral in the definition of
Ls p is absolutely convergent and

/lLs,h(y —x0)|fy(y) dy < eo,

then

/Ls,h(y—xo)fv()’)dy:/}]K<XhXO> f(x) dx.

Observation

| \

By making h smaller, we can reduce the bias of E,h(Xo), but the variance of
fs.n(x0) increases with h !
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Assumptions

Assumption (LG)

The Laplace transform g(z) of measurement error distribution exists in a
vertical strip X, = {z€ C: 0, <Re(z) <0, }, o, <0< ao,, and admits
the following factorization

where {ax} are distinct positive real numbers, {my} are non-negative
integer numbers, [A¢| =1, Vk=1,...,q.

| A\

Observation

Assumption (LG) states that g(z) factorizes into a product of two
functions: the first function has zeros on the imaginary axis, while the
second one does not vanish on X;\{0}. The zeros of g are

Zyj = i(arg{/lk}+27rj)/ak




Assumptions

Assumption (PS)
Assume that y(z) # 0 for all z € £,\{0}, and there exist constants
@ >0, y>0and D; >0, Dy >0 such that

Difol” < [§(i)| < Dalof’, V|@| > eo.

In addition, for some non-negative integer r and D3 >0

axzrw/w(/a))y < D3(1+|w|"), Yo eR.

Assumption (PS) is rather standard in density deconvolution problems
when it is imposed on g(i®): it corresponds to the smooth case. Note
however that here it is now imposed on function Y(i®).
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Examples

Uniform distribution
Let ¢ ~ U(—6,0); then

., _sinh(6z) e i
g(z)= Py __262(1_6 ), zeC.

In this case we have g =1, m; =1, a1 =20, 4; =1 and

-~

V(z) = —262ze%

@ Y satisfies Assumption (PS) with y=1,

@ g(z) has simple zeros on the imaginary axis at zx = ink/6,
k=+142,...

e S5; =C\{z:Re(z) =0}.




Examples

Convolution of uniform distributions

Consider convolution of distributions U(—6y, 0x), k=1,...,q, with distinct
parameters 04, ..., 0, each of multiplicity my. In this case

. 9 [sinh(8kz)]™  exp{—z¥L]_; Oxmi} >
S B UGN p = 1— e20=)m C.
g(Z) kI;Il |: sz Z:l(_29kz)mk kIJ]_( e ) , Z €

Assumption (LG) holds with ay = 64, A, =1 for k=1,...,q, and

W(2) = Ty (-20k2)™ exp{ 2K, e}




Examples

Discrete distributions

Let € be a discrete random variable taking 2M + 1 values in the set
(j5)j"i7M, 0 > 0 with corresponding probabilities (Pj)j,\ifm- Then

M 2M
:g:(z) _ Z pke—ﬁkz _ e—5Mz Z pM_keﬁkz — e—BszMP(e52)7
k=—M k=0

where P(x) := 1+Zi'\:/’1(pM_k/pM)xk. Let A1,...,A> denote the roots of
polynomial P(z), then we have

e§z 632
2(z) = pye M= (1 - ) (1 - ) :
k:|£1¢1 Ak k:|!::[—l Ak




Examples

Discrete distributions

Therefore

N e5Mz

(2) = Pm Tk a1 (1 — €92/ Ak)’

where A_ = max{|Ax| : |[A¢] <1}, and A4 := min{|A«| : |Ak| > 1}.
o If € ~Bern(1/2) then

5 1In(A_) <Re(z) < 8 LIn(A4),

8a) = 5(1+¢)

and (LG) holds with g=1, a3 =1, 4 = -1, m; =1, and y(z) = 2.
o If € ~Bin(m,1/2), then

§(z)=2 (1 +e?)"

and (LG) holds with g=1, a1 =1, A; = —1, m; = m, and y(z) =2™.

V.



Examples

Convolution of uniform and a smooth density

Let @ be a probability density having the Laplace transform @ in a strip
Yy ={z:0, <Re(z) < o/} satisfying |¢(z)| #0, Vz € . Assume that

9(i0)| <ol

for some ¥y >0 as |@| — oo; Let g be a convolution of the uniform density
on [—6,0] and @; then

sinh(62) - e 29(2) 207y
= T(p(z) =————"(1-¢e"%%), o, < Re(z) < G(;r,

g(z2) 207

and (LG) obviously holds with W(z) = —202ze%7/¢(z).




Kernel representation

Under Assumption (LG) the kernel L j has a representation

~

17 R((s+io)h) (—s— io)
2T e HZ:]_[I _ e—ak(s—i-ia))/lk]mk

Ls,h(t) _ e(s+iw)tdw

for all s € (5, ,0)U(0, ).

Note that for any s € (3;,0)U(0, ;) the denominator of the integrand in
the representation does not vanish.

Observation

It is convenient to represent L 4(t) as an infinite series.




Kernel representation

Uniform error density

Let K be continuosly differentiable on R such that K(z) exists for all
zeC, and

/ IR(s + i) |o]do < =, VscR.

Then )
- L+’h t), s> 0,
LSvh(t)‘{ L a(), s<0,
where 2i+1)
]+
- B ()
and

L= 28§ (L0




Kernel representation

Convolution of uniform distributions

In this case the corresponding kernel is

Lo n(t) 1 /°° K((5+iw)h)[9(5+iw)]me(s—&-iw)tdw’ 5240

o) . [sinh(8(s+im))]"

and it has a representation

1 m [ t—0(m+2j)
Lealt) = ez X GimK! )<h)’
j=0

j+m—1
Cim=
=)

is the number of weak compositions of j into m parts.

where




Convergence rates

Class of densities

For A>0, B > 0 define a class 7% (A, B) of functions f such that
1FUBD () — FUBD ()| < Alx — X' [B~LB), wx, X' € (xo — d, x0 + d),

where |B| = max{k e NU{0}: k < B}.




Convergence rates

The kernel K is supported in [—1,1] and fulfils the following conditions.
(K1) For a fixed positive integer mg

1 1
/ K(t)dt =1, / YK(t)dt=0, j=1,2,...,m.
-1 -1

(K2) For a positive integer r kernel K is r times continuously differentiable
on R and

max |KU(t)| < Cx <o, Vj=0,1,...,r.
te[-1,1]




Convergence rates

Theorem

Assume that f € 7, (A, ), and let (K1)-(K2) hold with mo > +1 and
r=1. Let f,(xo) be the estimator associated with kernels L p, if xg >0
and L, if xo <0, and with bandwidth h, := (8 A=2n~1)}/(2P+3) Then

9

. o\ B/(2B+3)
|imsup{¢;1%n[@;%o(A,ﬁ)]} < C, @, = A¥@B+3) ()

n—oo n

where C may depend on 8 and X only. Here

Rnlf: F] = sup [Ef|f(x0) _ f(x0)|2] 2




General setting

Let N be a natural number, and denote

q
LN ;:{ Z a1 J = (- ,jq)e{o,l,...,N}"}.

The estimator of f(xp) is defined as follows

(N 14 (v _
7 (x0) ::;ZL;,)(YJ-—XO), s € (55,0)U(0,5),

j=1
where N
L(1) = { L0, s€(0,5),
L), se(=3.0),
and

L) = Y ¢ Ra(t—0), L)1) = Y € Ra(t+0).
ey e Ly



General setting

Here 1 =
Rilt) =57 | Rlioh)i(-ia)e o
. q
% - Z |:H kamk :|
jiaTj=t Lk=1
and



Functional class

For A>0, oo >0 f belongs to a class 7 (A) of functions with
| (x) — FLaD (x| < Alx = X% 1% wx, X' e R,

where |a] = max{k e NU{0}: k < a}.

Let p be a non—negative integer, B > 0, and let ¥y > 0 be a constant

appearing in Assumption (PS). Assume that f belongs to a class .7,(B) of
densities satisfying

/ |x|Pf(x)dx < B.



Error bounds

Let . .
Yieg, € e ot +0)7, x>0,
Hy j(®) :=

Yoy, 6 e 00 (-0, x<0

with £y = Zn\{0}. Let 0 < h < amjn :=min{ay,...,aq} and
r:=max{j € NU{0} : 2j < p}; then

. B
BaFN); Fop] < Cl{Ah"‘+}

h(X0+aminN)p
CQB 1 /
+ n {h2y+1 + Z h /

—o0

| (’)(ia)h)ﬁ/(")(—ia))HNJ(a))\zdco}

with Zy , = T,(B) N H#4(A).



Error bounds

Assumption

Assume that

Y max{ €16 [} < Co <o
te.£\{0}

for some Cp >0 and v > 1.

Theorem

| A,

Assume that f € 4 5(A,B) with p>2v. Let h= [B(Azn)_1]1/(2a+27+1)

and N > (A72Y+IB2Y+‘XHO‘+1)l/p(2a+2yﬂ). Then for large enough n one
has
sy [FNY; Fo (A, B)] < CLAZH (B ) zasiron,

where C; may depend on «, and p only.




Minimax convergence rates

It is well known that under standard assumptions in the smooth case

g(io)| #0, g(iw)=|ol™, [o| -
the minimax rate of convergence is

B* [%(A)] - 206-1—2)/-1-1)
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