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1. INTRODUCTION

Our mechanistic understanding of the molecular basics
underlying the transcription process has been largely driven
by advances in structural biology.1−16 The structural models
give us detailed building plans of the polymerases at atomic
resolution providing direct insight into transcription. Individual
structures from intermediates of the transcription process can

be compiled in series to visualize the dynamic movements of
the transcription process at the molecular level.17 However,
while such a movie is incredibly helpful for our understanding,
true dynamic information can only be obtained if the molecules
are free to move and are functionally active. This provides an
enormous experimental challenge, one requiring atomic
resolution on time scales of milliseconds or faster. Single-
molecule techniques have shown great potential to resolve the
dynamics of transcription processes because they allow for the
direct and real-time observation of transcription one molecule
at a time.
In this Review, we will discuss a variety of single-molecule

experiments of transcription in bacteria, archaea, and
eukaryotes. We will cover multiple stages of transcription,
such as initiation, elongation, and termination, as well as
different levels of complexity including transcription in the
presence of nucleosomes or even inside of a living cell. Rather
than following the biological order from initiation to elongation
and then termination, we have organized this Review such that
we discuss experiments with increasing complexity. We believe
that this will simplify the understanding of complicated
experiments, allowing one to follow the chronological progress
of the single-molecule transcription field. As a result, we will
first present insights from single-molecule experiments
targeting transcription elongation, including a chapter on
elongation in the presence of nucleosomes. This will be
followed by chapters on initiation, termination, and finally
recent progress in living cells. Many of the described
experiments require state of the art single-molecule method-
ology, which is why we will start this Review by giving a brief
introduction into some of the techniques most important to the
field of transcription.
Single-molecule experiments have already provided a wealth

of quantitative and direct information about transcriptional
structures and dynamics. For example, by imaging a tran-
scription complex at various stages during the transcription
cycle using an AFM, one can map its mechanical architecture.
More detailed structural information as well as kinetic data of
transient states of transcription or of reaction intermediates can
be obtained from single-molecule fluorescence methods, in
particular, single-molecule FRET measurements. High-resolu-
tion measurements using optical tweezers have even beeen used
to observe transcription one single nucleotide at a time and to
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investigate the role of pauses and backtracks during tran-
scription elongation. With this, important insights could be
obtained about transcription fidelity and its regulation using
transcription factors. Moreover, information about the
nucleosomal barrier and its effect on transcription elongation
come from AFM as well as optical tweezer experiments. Also,
most recently, single-molecule studies have advanced to the
complex environments of living cells, obtaining quantitative
information about single-molecule events in real live situations.
While the field of single-molecule transcription is still at its

early stages, already a number of excellent review articles have
appeared.18−22 Therefore, rather than attempting to give a
complete overview of all experiments and results obtained until
today, we want to focus on some recent results, while at the
same time show the enormous potential offered by the specific
capabilities of different methods. Many of the described
experiments require sophisticated single-molecule method-
ologies, and we will first provide a brief overview of these
techniques that are revolutionizing the transcription field.

2. SINGLE-MOLECULE METHODOLOGY

2.1. Single-Molecule Fluorescence

Single-molecule fluorescence microscopy and spectroscopy
have become extremely powerful techniques for molecular
and cellular biology;23−28 however, for their implementation
significant technical obstacles had to be overcome. Detecting
the fluorescence signal from just a single chromophore is the
ultimate sensitivity limit in fluorescence spectroscopy, and
therefore strong precaution had to be taken to minimize
background fluorescence and stray light. Nevertheless, pioneer-
ing work by Moerner and Kador29 and Orrit and Bernard30 at
low temperature, as well as by Yanagida at room temperature,31

made the first demonstrations of single-molecule fluorescence
detection possible. Since then, single-molecule fluorescence
methods have been applied to study nucleic acid dynamics,32

protein movement on DNA,33,34 molecular motors,35 enzyme
dynamics,36−38 and protein folding.39,40 Furthermore, it has
been used to determine the stoichiometry of complexes,41,42 for
single-molecule sequencing,43,44 and in live cell experi-
ments.45,46

In a typical single-molecule fluorescence experiment, the
molecule of interest is labeled with a single fluorophore at
either arbitrary or specific sites on the molecule depending on
the particular application. In some instances, the overall
position of the labeled molecule should be monitored such as
in experiments tracking single molecules,47−50 measuring
diffusion times,51 colocalization with other molecules,52 or
cross-correlation of different molecules.53 For these experi-
ments, the molecule can be labeled at any arbitrary position,
which does not interfere with its function. However, oftentimes
the fluorophore is used as a local probe for the structure and
dynamics of the molecule of interest, and therefore site-specific
labeling approaches are required.54−62

There are generally two different single-molecule fluores-
cence experimental modes: in solution measurements and
immobilization. For in solution measurements, the molecule of
interest is studied in solution using confocal microscopy, where
the observation time is limited by the diffusion of the molecule
through the confocal volume. Alternatively, the molecule is
immobilized to investigate longer time trajectories of the single-
molecule fluorescence.63−66 In experiments with immobilized
molecules, one of the main limitations is the photostability of

the fluorophore. Therefore, considerable experimental effort
has been made to optimize the photostability of dye
molecules,67−69 as well as to use specialized buffer solutions
for optimizing the amount of photons emitted by the
fluorophores prior to photobleaching.70−72 Some alternatives
to single dye molecules have also been proposed, small
semiconductor particles called quantum dots,73−75 small metal
clusters,76 or defect centers in diamond.77 However, blinking of
these point emitters, their relatively large size, and problems in
site-specific attachment are currently limiting the utility of these
alternative labeling methods. More recently, the control of
fluorophore blinking has become important for biological
applications, because turning fluorophores on and off is used in
super-resolution optical microscopy experiments such as
STORM and PALM.78−87

2.1.1. Single-Molecule FRET. One of the most prominent
single-molecule fluorescence techniques is single-molecule
Förster resonance energy transfer (smFRET, Figure 1).88−93

Here, two fluorophores, the fluorescence donor and the
fluorescence acceptor, are attached to a molecule of interest.
The amount of energy that is transferred from the donor to the
acceptor depends on the relative donor fluorescence quantum
yield, the overlap integral of the donor emission and the
acceptor excitation spectra, the index of refraction, and most
importantly the distance between the two dye molecules. As

Figure 1. Single-molecule FRET experiments. (a) Schematic of
smFRET experiments on transcription elongation complexes. An
elongation complex is preformed in solution and diluted to nanomolar
concentrations. To investigate complexes for an extended period of
time, they are immobilized on a surface. To this end, silanized fused
silica slides are passivated using, for example, a PEG layer. Neutravidin
molecules are then attached to the surface, and transcription
elongation complexes are bound using, for example, biotinylated
DNA. The complexes are labeled with two dye molecules, a donor and
an acceptor, which form a smFRET pair. Excitation of the donor
fluorescence (e.g., using a total internal reflection microscope) leads to
energy transfer. Both the fluorescence signals of donor and acceptor
are then detected simultaneously. (b) Time trajectory of smFRET and
histogram of smFRET efficiencies. The detected donor fluorescence
(green), acceptor fluorescence (red), and calculated smFRET
efficiency (blue) are shown as a function of time. After ∼80 s,
photobleaching of the acceptor molecule leads to a stepwise increase
in the observed intensity of the donor. After ∼120 s, photobleaching of
the donor occurs. The FRET efficiency is calculated by using this
intensity data. From this efficiency as a function of time, the
distribution of observed smFRET efficiency is computed (lower
panel).
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theorized by Förster,94 and first experimentally verified by
Haughland and Stryer,95 the efficiency of energy transfer, E,
depends on the distance to the sixth power, and varies on
length scales of the size of single macromolecules. For this
reason, FRET has also been termed a molecular ruler. At the
single-molecule level where photobleaching is observed
frequently, the simultaneous digital change in fluorescent
intensity of both donor and acceptor is a good indicator of
smFRET (Figure 1b). Furthermore, photobleaching of the
acceptor can be used to calculate an important correction
factor, the γ factor, which accounts for differences in detection
efficiencies of donor and acceptor as well as the ratio of their
fluorescence quantum yields.96 Because smFRET can provide
time-resolved data on the immobilized single molecules, it has
been used frequently to monitor conformational changes of
biomolecules.97−99 In measurements of molecules diffusing
through the confocal volume, where observation times are too
short to observe extended fluorescence trajectories, information
about conformational dynamics has been obtained indirectly
using statistical analysis.100−103

Even though changes in the observed smFRET efficiencies
are good indicators of distance changes, obtaining quantitative
distance information requires substantial experimental effort to
determine all variables defining the Förster distance.66,104−106

However, once quantitative information is extracted from
smFRET experiments, the measurement of a whole network of
distances can be used to obtain structural information as will be
discussed in the next section.107−112

2.1.2. The Nano-Positioning System (NPS). Many
biological complexes consist of numerous subdomains, and
knowing the structure of an entire complex is important for its
complete functional understanding. However, the relative
position of each subdomain is oftentimes difficult to determine.
Possible reasons for the inability to determine the position or
structure of a subdomain by standard structural biology
methods are the transient nature of cofactor binding to a
larger complex, or the existence of flexibility in the subdomain.
Here, smFRET measurements provide a useful alternative. By
measuring at least three different distances from positions
known from a crystal structure to the unknown position of
interest, one can in principle infer the unkown position by
simple triangulation.113 However, because every measured
smFRET distance is associated with an intrinsic error (Figure
2), finding the most likely position and estimating the absolute
uncertainty becomes difficult. To this end, the Nano-Position-
ing System (NPS) was developed.109 In NPS, the unknown
position of a dye molecule, called antenna, is determined by a
set of smFRET distance measurements to known positions
called satellites (in analogy to the global positioning system).
The smFRET distance measurements contain uncertainties due
to attachment of dye molecules via flexible linkers, unknown
relative orientations of the dye molecules, as well as
measurement errors. To obtain quatitative information, these
uncertainties can be accounted for by a probabalistic bayesian
parameter estimation approach. As a result, the complete three-
dimensional position information in the form of a probability
density function, the so-called posterior, is obtained. To get an
intuitive picture of the experimental uncertainty, the position is
visualized by credible volumes, defined as the smallest volume
that encloses a certain probability for the dye position, for
example, 68% for one standard deviation. More recently, the
NPS was expanded to analyze networks of positions, include
FRET anisotropies, and perform distance restrained docking.110

Recently, another smFRET-based structural analysis tool,
FRET restrained high-precision structural modeling (FPS),
was developed.107 In addition to a different treatment of the
linker to which the dye molecule is attached, FPS includes
molecular dynamics (MD) simulations. As a consequence, this
method may be limited to relatively small complexes. Both of
these smFRET-based structural methods have shown promising
applications in structural biology. In particular, the NPS was
used to analyze initiation and elongation complexes of the
eukaryotic RNA polymerase II, on which we will elaborate in
the applications section (sections 3−8) of this Review.
2.2. Single-Molecule Force Spectroscopy

Mechanical forces underlie nearly all cellular processes, in
particular those that involve directed movement, such as
transport or polymerization.114 Multiple methods have been
developed to measure forces directly and at the level of single
molecules including mechanical levers,115−118 optical tweez-
ers,119−122 and magnetic tweezers.123,124 We will focus on

Figure 2. Triangulation uncertainties and the Nano-Positioning
System. (a−f) Using smFRET data to derive distance information,
one obtains the most likely distance together with an uncertainty. With
respect to one dye molecule, the other dye molecule is then known to
sit at the surface of a fuzzy sphere, or in 2-D on a fuzzy circle with the
fuzziness describing the uncertainty. Here, the information of two
measurements (a,b) or three measurements (c) is shown. (d−f) From
the overlay of the fuzzy circles, the resulting probability density can be
computed (gray clouds). In addition to the uncertainty of each
measurement, both the geometry of the measurements as well as the
number of measurements performed determine the final shape and
size of the uncertainty. (g) Idea of the NPS system. The position of an
unknown part within a biological structure is determined through a set
of smFRET measurements. To this end, smFRET is measured
between a dye molecule attached to a known position (satellite, S) and
another dye molecule attached to an unknown position (antenna, X).
Note that the position of the attachment point of the satellite is known
(e.g., from a crystal structure), but not the position of the satellite itself
(gray clouds) because the dye molecule is generally attached to the
known position through a flexible linker. The information from at least
three smFRET measurements is then used to compute the position of
the antenna dye as illustrated in (a)−(f).
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optical tweezers in this Review because most experimental force
spectroscopy experiments on RNA polymerases have employed
this technique.
Light changes its momentum upon entering a medium with

different index of refraction. Because of the physical law of
momentum conservation, the medium also experiences a
change in momentum. This phenomenon is harnessed in
optical tweezers, where small dielectric objects such as
micrometer-sized beads made out of polymer or glass are
trapped in the maximum of the light intensity distribution of a
focused laser beam. If the bead moves out of the center
position, the laser exerts a force onto the bead that draws it
back into the maximum of the light intensity distribu-
tion.125−128 Therefore, optical tweezers can be used to
manipulate and detect displacements with very high spatial

sensitivity (down to 1 Å),129 and measure extremely low forces
(down to fN).130 In addition, biological molecules, such as an
RNA polymerase transcribing along a DNA molecule, can be
held in place by two optical tweezers (Figure 3). This so-called
dumbbell design effectively shields the biological system from
mechanical noise in the laboratory, so that stepping behavior of
the enzyme in the subnanometer range can be observed with
high accuracy.131−133

A typical optical tweezers experiment of RNA polymerase
transcription starts with a calibration of the tweezers, which is
commonly done for each trapped bead using a power-spectrum
analysis.134,135 A single transcribing complex is then attached
between two beads using modified polymerase (e.g., biotiny-
lated) and modified DNA (e.g., digoxeginin) (Figure 3). The
modification on the DNA can be either downstream of the

Figure 3. Single-molecule transcription studied by optical tweezers. (a) Schematic showing the experimental geometry for transcription elongation
experiments studied using optical tweezers. Two beads are held in two optical tweezers in a dumbbell geometry. The RNA polymerase is attached to
one of the beads and the end of the DNA to the other bead. In the shown geometry, the downstream DNA is attached, so that the polymerase is
moving against the exerted force. Thus, the enzymatic reaction is slowed by the external force. The amount of force applied can be calculated by
measuring the displacement of the beads from the center of the optical traps. For most experiments, one is operating in the linear regime, where the
displacement is proportional to the force. To calculate the movement of the polymerase, one needs to account for both the stiffness of the optical
trap as well as the force extension behavior of the DNA. (b) Force extension data for a single DNA molecule. The data can be described nicely by the
extended worm-like chain model for forces up to ∼40 pN. At about 60 pN, the DNA molecule changes its mechanical properties, the so-called
transition of the canonical B-DNA to S-DNA. However, experiments on RNA polymerases are typically performed at forces below 30 pN, so that the
extended worm-like chain model can be used.

Figure 4. AFM imaging of biomolecules. (a) Schematic of AFM imaging of a DNA molecule. A DNA molecule attached to mica is raster-scanned
underneath the tip of an AFM cantilever. By monitoring the displacement of the tip and applying a feedback mechanism, one can work at a constant
force. If the tip encounters an obstacle such as the DNA molecule, the feedback circuit will retract the tip. Thus, the movement of the tip will reflect
the inverse of the topography of the sample. For accurate mapping of the topography, one will need to deconvolute with the tip shape. (b) AFM
image of a λ-phage DNA molecule adsorbed to mica and imaged in air. The black line marks the position of a cross-section, which is shown below.
The topography of the DNA molecule is clearly visible in this cross-section. However, the height of the molecule is lower than one would expect, due
to the applied force, the fact that the molecule is adsorbed, and due to the fact that the image is taken in air rather than in fluid environment.
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RNA polymerase for experiments where the polymerase has to
overcome an opposing force, or upstream of the polymerase,
such that force is assisting the polymerase during transcription.
The force−extension behavior of DNA molecules is well
studied136,137 and can be best described by an extensible worm-
like chain model.138 Therefore, changes in the observed force
due to the action of the polymerase can be related to the
movement of the polymerase on the DNA using the extensible
worm-like chain model, and the precise position of the
polymerase on the DNA template can be determined.139

2.3. Imaging of RNA Transcription

Imaging RNA polymerases during individual transcription
events using optical or atomic force microscopy can provide
kinetic as well as structural insights into the transcription
process. To follow the movement of the RNA polymerase on
DNA by optical microscopy, either the polymerase itself is
labeled using a bead in a so-called tethered particle assay,140 or
a fluorophore is attached to the DNA molecule. We will present
applications of the tethered particle assay to transcription
elongation in section 3.2 of this Review. Besides optical
microscopy, atomic force microscopy is a very important
technique to image the RNA polymerase and DNA during
transcription.141−143 In an AFM, a mechanical cantilever is

scanned over a substrate, and by optically measuring the
deflection of the cantilever, the topography of the sample is
recorded (Figure 4). Typically complexes are assembled in
solution and then immobilized on flat substrates such as freshly
cleaved mica for imaging.144 Depending on the interaction
strength between surface and transcription complexes, by
means of AFM one can either study the equilibrium of the
complexes or trap different kinetic states.145 Using AFM
imaging, Bustamante and co-workers first described the
bending of DNA during transcription initiation and elonga-
tion.146 By measuring the position of the polymerase on the
DNA molecule, and comparing the length of DNA flanking the
polymerase during various phases of transcription to the length
of free DNA in the absence of polymerase, information about
the overall architecture of transcription complexes and
interactions between the RNA polymerase and the DNA
template could be extracted.147,148 Most previous AFM
experiments on transcription complexes were performed in
air with the drawback that the imaged complexes exist in a non-
natural, fixed conformation. In contrast, when AFM imaging is
performed in solution, one is able to capture conformational
changes during transcription at the level of a single
complex.149,150 Such kinetic experiments, however, have been

Figure 5. Methods of imaging single-molecule transcription in vivo. (a−c) Schematics of current methods, which are based on visualizing single
RNA molecules at the site of active transcription (nascent RNA, top) as well as mature mRNA in the cytosol (bottom). RNA polymerase, green;
DNA, black; RNA, red. (a) RNA-FISH uses DNA oligomers that are fluorescently labeled at multiple positions and complementary to the gene of
interest. Hybridization leads to labeling of the RNA, and the presence of multiple fluorophores ensures a signal high enough to be detected above
noise. (b) In the MS2/PP7-FP technique, a cassette encoding several repeats of the MS2 (or PP7) coat protein binding site (MBS) is genetically
introduced into the untranslated region of the gene of interest. As the cassette is transcribed by the RNA polymerase, RNA stem loops form and
recruit the MS2/PP7-FP fusion protein that is constitutively coexpressed and serves as fluorescent tag (FP = fluorescent protein). (c) Molecular
beacons are single-stranded DNA probes that become fluorescent only upon hybridization. Hence, individual RNA molecules containing tandemly
repeated sequences (signal amplification) can be fluorescently detected and tracked throughout the cell. (d) Schematic of methodological approaches
to study the dynamics of initiation, elongation, termination, and cotranscriptional splicing in single living cells on the single-molecule level. Top
panels: Dependent on the position of the inserted MBS cassette (5′UTR versus 3′ UTR), the gene construct is sensitive either to whole transcription
cycles (5′UTR, fluorescent signal increases stepwise shortly after initiation) or only to late events in the lifetime of the nascent RNA (3′UTR,
fluorescent signal detectable only after elongation, shortly before termination of transcription). By combining time-lapse data from 5′ UTR and 3′
UTR constructs, it is possible to determine kinetic rates of initiation and elongation. Bottom panel: Two distinctly labeled sets of molecular beacons
designed against the 3′ UTR as well as an intronic region of the gene of interest can be used to study the dynamics of cotranscriptional splicing and
its effect on transcription elongation. Co-localization of the fluorescent signal of 3′ UTR and intronic region is lost upon splicing.
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hampered by the relatively slow temporal resolution of the
AFM microscope.
More recently, the speed with which AFM images can be

acquired has been revolutionized by the heroic efforts of Ando
and co-workers.151 With such ultrafast AFM microscopes,
stepping of myosin V motor proteins152 and binding of ATP
molecules to A1-ATPase153 could be resolved at rates of about
10 frames/s. It is only a matter of time until this high speed
AFM imaging will be applied to transcription.

2.4. Imaging Transcription in Single Cells

As a result of fast advances in live-cell imaging technologies in
recent years, it has become possible to apply single-molecule
fluorescence microscopy to single cells and directly observe
individual transcription events in single living cells. In vivo
single-molecule studies of transcription are mainly based on the
fluorescent detection of single mRNA molecules, which has
been achieved using several different labeling strategies. In
general, single mRNA molecules have to be labeled with
multiple copies of a fluorophore to amplify the fluorescent
signal to a detectable level.20,154

The first demonstration of single mRNA detection, which
was achieved by Robert Singer and co-workers,155 was based on
single RNA fluorescence in situ hybridization (mRNA-FISH).
This technique uses synthetic DNA oligomers fluorescently
labeled at multiple positions and complementary to the mRNA
of interest (Figure 5a). The DNA probes are added to
paraformaldehyde-fixed cells, and hybridization leads to labeling
of the RNA.155,156 In this way, single mRNAs in the cytoplasm
as well as nascent mRNAs at the site of active transcription can
be detected. mRNA-FISH has now been applied to a variety of
systems ranging from bacteria and yeast to mammalian cells
and tissue.157−161 One advantage of this methodology is the
ability to observe endogenous transcripts without the need of
genetic engineering. In addition, the transcripts of several genes
can be simultaneously detected if probes targeting different
genes are labeled with fluorophores emitting in a different
spectral range. Moreover, the total number of mRNAs of the
gene of interest per cell can be counted, and hence the
probability distribution of transcription can be extracted. A
major disadvantage is the requirement to fix the cells prior to
mRNA detection, because only snapshots of the highly dynamic
process of transcription can be obtained.
The second labeling strategy exploits the high affinity of the

bacteriophage MS2 coat protein (or the homologous
bacteriophage PP7 coat protein) for short RNA sequences in
the bacteriophage genome that form specific stem-loop
structures.162,163 A cassette encoding several repeats of the
MS2 (or PP7) coat protein binding site (MBS) is genetically
introduced into the untranslated region (UTR) of the gene of
interest, and cells are engineered to constitutively express a
MS2/PP7- fluorescent protein (FP) fusion construct. As the
cassette is transcribed by Pol II, RNA stem loops form and are
bound by the MS2/PP7-FP fusion constructs that therefore
serve as fluorescent tags (Figure 5b). Hence, nascent RNA as
well as cytosolic mRNA can be detected. The MS2-FP
technique was originally developed using tandem gene arrays,
where multiple copies of a reporter were introduced at a certain
genomic locus,164,165 and has subsequently been modified for
single copy insertions to study transcriptional dynamics of
single alleles166,167 as well as for the study of endogenous genes
in yeast and even in a knock-in mouse.162,168 Very recently,
both PP7- and MS2-based mRNA labeling were combined in

yeast such that in a two-color experiment, the beginning and
the end of a nascent RNA molecule could be individually
detected, and Pol II transcription dynamics could be directly
observed. Moreover, transcription of the two alleles of the same
gene could be observed simultaneously in a two-color
experiment.162,169

The MS2/PP7-FP method has been used extensively to
study transcription in a variety of systems,162,164,168,170−172 and
is generally assumed to have low interference with the
transcription process. The major advantage of the MS2-FP
technique is the possibility to follow transcription in real-time
in living cells and even living organisms, because fixation of cells
is not required. As a consequence, kinetics of the transcription
process such as the rate of transcription initiation, elongation,
and termination can be studied in vivo (Figure 5d). A
disadvantage of this method is that to study the transcriptional
dynamics of a gene in the context of its endogenous chromatin
environment, an MBS cassette has to be introduced into the
endogenous locus. Traditionally, this has required the use of
homologous recombination techniques only applicable in a few
systems, such as bacteria, yeast, and embryonic stem cells.
However, due to the fast development of new genome
engineering methods such as TALENs173 and the CRISPR
system,174 the targeted introduction of an exogenous DNA
sequence of interest into a specific genomic locus is becoming
increasingly feasible for other systems, such as tissue culture
and zebrafish.
A third method to label mRNA in vivo is based on molecular

beacons,175,176 that is, single-stranded DNA probes that contain
a fluorophore−quencher pair as well as complementary
sequences at its ends. Free in solution, the oligomer forms a
hairpin, which brings the fluorophore in close proximity to the
quencher such that its fluorescence emission is quenched. Only
upon hybridization to the target sequence, the probe becomes
fluorescent due to an increase in distance between the
fluorophore−quencher pair (Figure 5c). Molecular beacons
have been used to detect individual RNA molecules containing
tandemly repeated target sequences in living mammalian
cells.177,178 Similar to the MS2-FP system, this method holds
the great advantage of being applicable to real-time studies of
transcription in living cells (Figure 5d).
Apart from directly imaging mRNA, information about the

dynamics of mRNA coding for a fluorescent protein can be
inferred indirectly from the fluorescent or luminescent signal of
that reporter protein. To be able to relate the protein signal to
the abundance of the mRNA intermediate, the reporter protein
has to be short-lived so that only newly synthesized proteins
emit a fluorescent or luminescent signal.
In addition to labeling mRNA to study transcription in vivo,

protein factors controlling the transcription process such as
transcription factors or the RNA polymerase itself can be
labeled via fusion to a fluorescent protein. When used in
combination with the MS2-FP or molecular beacon technique,
colocalization of labeled proteins and nascent RNA can provide
information about the presence of transcription factors at the
site of active transcription. A recent technological advance
applied reflected light sheet microscopy to study the dynamics
of transcription factor binding in live mammalian cells.179 The
thin light sheet allows for an improved signal-to-noise ratio as
compared to standard illumination schemes and enables
imaging of single fluorescent proteins with high temporal
resolution. Therefore, this technique will enable single-
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molecule in vivo studies of transient transcription factor
binding during initiation, elongation, pausing, or termination.
Moreover, fluorescence correlation spectroscopy (FCS) as

well as fluorescence recovery after photobleaching (FRAP) can
be used to extract diffusion and binding dynamics of
transcription factors as well as of the RNA polymerase on the
time scale of milliseconds (FCS) to seconds (FRAP).162,180

3. TRANSCRIPTION ELONGATION

3.1. Structural Studies

X-ray structural analysis has yielded detailed information about
the structure of the RNA polymerase as well as of RNA
polymerase elongation, pausing or backtracking complexes.
Nevertheless, the structures of parts of these complexes such as
the nascent RNA remain unknown due to their flexibility and
inherent mobility. In contrast to traditional structural methods,
smFRET experiments in combination with Nano-Positioning
System (NPS) analysis allow for the structural investigation of
flexible complexes by direct visualization of single transcription
complexes in real time. This approach was used to close several
gaps regarding the structure of the RNA polymerase II
elongation complex. First, it was used to determine the
position of nascent RNA exiting the polymerase (Figure 6a,b).
In these experiments, elongation complexes were formed by
using nucleic acid scaffolds containing an 11-nucleotide
mismatched region of template and nontemplate strands, as

well as RNA primers of varying lengths.109,113 As a result, the
RNA was shown to leave the polymerase through the
previously proposed RNA exit channel and follow a path
across the dock domain. Interestingly, crystal structures of
TFIIB−Pol II complexes show that TFIIB also binds to the
dock domain of the polymerase, and indeed, addition of TFIIB
to the elongation complexes in the smFRET experiments
diverted the RNA path toward the polymerase stalk (Rpb4/7),
a position that was previously observed in cross-linking
experiments.181

In addition to the pathway of the nascent RNA, smFRET
experiments and NPS were used to build a structural model of
the pathway of the nontemplate DNA in the elongation
complex108 (Figure 6c) as well as that of the upstream DNA,
which had previously only been examined by AFM experi-
ments.146 The path of the nontemplate DNA was found to be
determined by several motifs on the surface of the RNA
polymerase II previously identified in biochemical experiments:
fork loop 2, the rudder, parts of the protrusion domain, as well
as fork loop 1.

3.2. Enzyme Translocation

One fundamental goal of single-molecule experiments has been
to follow transcription of a single RNA polymerase in real time,
such that the kinetics of the transcription process become
directly observable. The first single-molecule experiments that
were able to directly observe transcription used a tethered

Figure 6. Nanopositioning studies of Pol II transcription elongation. (a) Schematic of the nucleic acid scaffold used for the NPS studies of Pol II
transcription elongation. Elongation complexes were assembled using an 11nt mismatch between the template and the nontemplate strand together
with an RNA primer. Solid circles refer to bases whose position is known from X-ray studies. Open circles refer to unknown positions. Labeling
positions are marked with red stars for the satellite positions and green stars for antenna positions. Satellite positions on Rpb4/7 were introduced
using single cysteine mutants of the recombinant protein that was combined with endogenous 10 subunit core polymerase. For surface attachment of
the complexes, the 5′-end of the nontemplate strand was marked with biotin. (b) NPS localization of the position of a dye molecule attached to the
5′ end of a 26nt RNA molecule.109 The localization is shown in the absence (red) and presence (orange) of transcription initiation factor TFIIB.
Displayed are the most likely positions (spheres) together with a mash showing the credible volume contoured at 68% to get an intuitive
understanding of the accuracy of the model. (c) The position of the nontemplate and upstream DNA in a Pol II elongation complex revealed
through NPS experiments.108 NPS localization of seven different positions along the nontemplate DNA (shown in (a)) allowed to build a model for
the pathway of the nontemplate strand, as well as of the position of the upstream duplex DNA. (a),(b) Adapted from ref 109 with permission from
Nature Publishing Group, copyright 2008. (c), (d) Adapted from ref 108 with permission from Oxford University Press, copyright 2009.
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particle motion assay on an optical microscope.140,182 In this
assay, the RNA polymerase is immobilized on the microscope
slide, and a DNA template is translocated by the polymerase.
The movement of DNA is visualized by the motion of a 40 nm
gold bead attached to one end of the DNA. A similar approach
was used to track the movement of single RNA polymerases
along immobilized DNA.183 Harada et al. extended the tethered
particle assay by the use of an asymmetric particle, which
allowed them to measure the rotation of DNA during
translocation by the immobilized RNA polymerase.184 These
experiments showed that the RNA polymerase tracks the
helicity of the DNA during transcription, because the
translocated DNA was observed to rotate counterclockwise as
viewed from the polymerase.
Already in the 1990s, optical tweezers were used to study

RNA polymerase transcription.170,185−188 The RNA polymerase
was observed to be able to transcribe against an obstructive
load, thereby converting chemical energy into a mechanical
force, which shows that it constitutes a molecular motor.185

Moreover, force exerted by optical tweezers on the T7 RNA
polymerase was shown to act as a competitive inhibitor, slowing
the movement of the enzyme.189 However, it took a whole
decade of technical improvement until the ultimate goal could
be reached: being able to track the movement of a single
enzyme step by step.132 Several important experimental
developments such as the design of dumbbell optical
tweezers,190 the use of an all optical feedback mechanism,191

a slow down of the enzyme due to limited nucleotide
concentration, as well as the use of a helium atmosphere to
reduce low frequency noise were all important steps in this
technical tour de force.
The RNA polymerase performs the polymerization reaction

by advancing one base at a time (Figure 7), independent of the
mechanical load. Single steps of the enzyme are separated by
waiting times, during which a new nucleotide is loaded into the
active center cleft. The dwell times between steps are therefore
dependent on nucleotide concentration, but the size of each
individual step is not. Because stepping depends on nucleotide
concentration, limiting one of the four nucleotides and
observing the dwell times as a function of position allows
one to determine the sequence of the DNA on the single-
molecule level.192 Much attention has been paid to the kinetic
aspects of in vitro transcription.186,189,193−195 The pause-free
velocity was shown to depend on force as well as on nucleotide
concentration. However, the mean observed velocity of ∼20
bp/s at high nucleotide concentration and low force was several
fold lower than the maximum transcription velocity observed in
vivo. Only recently, the presence of ammonium chloride was
found to substantially increase the velocity of Pol II in vitro at
low (or assisting) force and saturating nucleotide concen-
tration, such that the in vivo velocity is approached.196

Using data from opposing and assisting force experiments as
well as minimal schemes of the nucleotide addition cycle, Block
and co-workers modeled the kinetic behavior of both the
bacterial RNA polymerase (RNAP)132 as well as the eukaryotic
enzyme, RNA polymerase II (Pol II).196 They found that the
single-molecule data could be explained best by a model, in
which NTP binding occurs either before or after the 1 bp
forward translocation of the enzyme.21 However, to test
different kinetic schemes of the enzyme, it is important to
remove transcriptional pauses from the recorded data, a task
that is extremely difficult, in particular if translocation of the

enzyme is slow and typical waiting times between translocation
steps are comparable to pauses.
RNA polymerases show pauses in transcription even at high

nucleotide concentration.186,194,197−201 In the case of the
bacterial enzyme, a large fraction of these pauses were reported
to be ubiquitous, that is, sequence independent and without a
concurrent backward movement of the polymerase. Back-
tracking of the enzyme, that is, a movement opposite to the
direction of transcription, has also been observed fre-
quently.190,202 In fact, at high force, Pol II enters a dynamic
equilibrium between forward translocation and backtracking,
such that there is no longer any forward progress.203 This
kinetic force limit of ∼10 pN for the eukaryotic RNA
polymerase is substantially lower than the thermodynamic
stalling force observed for the bacterial enzyme. Recently, Grill

Figure 7. RNA polymerase stepping. (a and b) High-resolution optical
tweezers data of RNAP transcription elongation showing individual
single base pair steps. Experiments were done at low nucleotide
concentration to reduce the rate of nucleotide incorporation to ∼1 Hz
independent of sequence. An assisting force of ∼18 pN was applied to
reduce experimental noise. Recorded data were filtered to 50 ms
(pink) and 750 ms (black). (c) Autocorrelation function averaged over
37 runs showing peaks at 3.4 and 6.8 Å, indicative of the single base
pair step size of the enzyme. (d) Computed power spectrum of (c)
showing the spatial frequency corresponding to the single base pair
stepping. (e) Backtracking of the RNAP observed at high opposing
forces. When the polymerase experienced a high opposing force,
transcription was sometimes interrupted by backtracks. Backtracking
also occurs as a function of multiple 3.4 Å steps, indicating that
forward and reverse motion follow a similar pathway. Some of the
observed backtracks recovered spontaneously, while others led to a
stall of the polymerase. Data representation is as in (a) and (b).132

Adapted from ref 132 with permission from Nature Publishing Group,
copyright 2005.
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and co-workers developed a model, in which pausing is
assumed to be caused by a backward diffusion of the
polymerase, and they claim that most (if not all) of the
experimentally observed pauses can be understood by the
competition between backtracking and forward transloca-
tion.203,204 The argument is based on the fact that the
distribution of pauses follows a power law. As a consequence,
an increase in experimental force simply shifts the pause
distribution accessible to any experiment, given the exper-
imental bandwidth and spatial resolution.
In addition to the above-discussed sequence-independent

pausing, sequence-dependent pauses have been observed as
well.139,199 For Pol II, a statistical analysis of pause density and
pause duration within AT- or GC-rich sequences showed an
increased pause density and duration for AT-rich as compared
to GC-rich sequences. Interestingly, treatment with RNase A,
which digests the nascent RNA exiting the polymerase,
eliminated this divergence, indicating that RNA secondary
structure plays an important role in pausing even for the
eukaryotic enzyme.205

3.3. Transcription Fidelity

One of the most important aspects in understanding the
mechanistic principles of transcription is how the enzyme can,
on the one hand, achieve fast and efficient polymerization and,
on the other hand, have an enormous fidelity with an average
error rate of only approximately 1 error in 100 000 bases.206,207

Substantial information comes from structural studies inves-
tigating RNA polymerases in complex with different DNA
lesions208,209 as well as in backtracked states.210−212 These
studies indicate that two factors are important for fidelity: First,
a motif close to the active center of the polymerase that
undergoes structural changes during nucleotide addition, the
trigger loop, and second, backtracking of the polymerase in
combination with the action of transcription factors such as
TFIIS,5,213 TFIIF,214 or Spt4/5215,216 for the eukaryotic
enzyme and GreA,217 GreB, and NusG218 for the bacterial
polymerase,219 respectively.
In mechanical experiments using optical tweezers, Block and

co-workers investigated the pausing and backtracking of
bacterial RNAP in the presence of GreA and GreB.190 Both
transcription factors decreased the observed frequency of long
(>20 s) pauses. However, while GreB decreased the duration of
long pauses and abolished backtracking, GreA had no effect on
the duration of long pauses, and the average backtracked
distance remained constant (or even increased slightly). The
difference can be explained by the functional difference of these
two factors. GreA is only able to cleave short RNA 3′
overhangs, which are most likely not yet registered as a
backtrack, whereas GreB can also cleave long RNA 3′
overhangs, thus acting as a backtracking rescue factor. Similarly,
in the case of the eukaryotic enzyme, TFIIS is able to cleave
long RNA, and the addition of this transcription factor to Pol II
in single-molecule optical tweezers experiments greatly reduces
the probability of backtracking.203 In fact, because backtracking
determines the kinetic stalling of Pol II (see above), in the
presence of TFIIS the stall force increased to ∼20 pN, similar
to the force that had been reported for the bacterial RNAP.186

In contrast, the bacterial factor NusG was shown to increase the
pause-free elongation rate as well as to decrease the frequency
of short and long pauses of RNAP. Unlike GreB, NusG is
believed to prevent the entry into a backtracked state, rather
than rescue the polymerase once it is backtracked.

Structural, genetic, and computational studies have indicated
that the trigger loop has an important function in the
translocation of the RNA polymerase.10,17,220−225 Single-
molecule experiments recently explored the direct effect of
specific point mutations within the trigger loop on velocity and
fidelity of Pol II using either assisting or opposing forces.196

Larson et al. investigated two different Pol II mutants: The first
contained a single point mutation, E1103G, within a region of
the trigger loop that becomes ordered in the crystal structure
upon trigger loop closure, and the second mutant contained in
addition to E1103G a mutation close to the binding site of the
incoming NTP, H1085A. It should be noted that mutations at
positions H1085 have severe effects, and Pol II with the single
point mutation H1085A was shown to be lethal in yeast.226 In
the single-molecule experiments, Pol II E1103G had an
increased catalytic rate and bound incoming nucleotides
much tighter than the wild-type polymerase. Therefore, these
data are in agreement with the notion that the trigger loop is
important for catalysis. Because the KD was also decreased, it is
likely that E1103G increases the probability of the trigger loop
to be in a closed conformation. In contrast, the additional
mutation H1085A reversed some of the effects observed for
E1103G: the catalytic rate of the double mutant was more than
3−6-fold below that of the wild-type enzyme, and the observed
KD was only slightly increased.
Even more interesting for the understanding of transcrip-

tional fidelity are the effects of the mutants on Pol II pausing.
Long pauses of Pol II, which are most likely due to
backtracking, can be caused either by a stochastic effect or by
the misincorporation of a wrong nucleotide. While the
frequency of long pauses at nonlimiting nucleotide concen-
tration was almost identical between wild-type and E1103
enzyme, a reduction of the concentration of one of the
nucleotides led to a drastic increase in the pausing frequency of
the mutant, but not of the wild-type Pol II. This suggests that
the trigger loop mutant is more error prone, highlighting the
role of the trigger loop in fidelity.196

4. TRANSCRIPTION IN THE PRESENCE OF
NUCLEOSOMES

Experiments with a single polymerase and a single DNA
molecule have helped our understanding of the molecular
mechanism underlying transcription; however, they are not
capable of describing the dynamics of transcription in the
complex in vivo environment. In particular, in eukaryotes the
presence of nucleosomes provides a completely different level
of complexity.227,228 In addition to understanding the function
of chromatin marks229,230 as well as active repositioning of
nucleosomes by ATP-dependent nucleosome remodel-
ers,231−234 it is important to answer the question: what
happens when an RNA polymerase encounters a nucleosome?
To describe how the RNA polymerases can bypass a

nucleosome, one needs to understand nucleosome structure
and dynamics. The structure of the nucleosome is well-
known,235 and more recently also the structure of a nucleosome
on the 601 positioning sequence236,237 oftentimes used in
single-molecule experiments has been solved.238 In a
nucleosome, about 147 bp of DNA are wrapped in 1.65 turns
of a flat, left-handed superhelix around an octamer of histone
proteins. The minor groove of the DNA double helix faces
inward and interacts with histones approximately every 10 bp,
leading to 14 contact sites within 147 bp of nucleosomal DNA.
Insights into nucleosome dynamics come from smFRET
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experiments239−243 as well as from mechanical experiments
investigating the stability of nucleosomes using optical
tweezers.244−249

Several previous mechanistic studies explored the effect of an
RNA polymerase encountering a nucleosome250−256 and
reported that the presence of a nucleosome can drastically
slow transcription. Moreover, factors that prevent or relieve
pauses or backtracks were able to stimulate the observed
transcription rates, indicating that pausing and backtracking
plays an important role in transcription through nucleosomes.
However, even though elegant in their approach, these studies
lacked the direct insight into transcription kinetics at the level
of a single molecule. It is expected that a roadblock like the
nucleosome leads to distinct changes in the RNA polymerase
kinetics, which have to be directly analyzed to understand the
mechanism of transcription through a nucleosome.
Using optical tweezers, the laboratory of Carlos Bustamante

was able to observe transcription of a single Pol II enzyme on a
DNA containing a single nucleosome, positioned by the 601
sequence.257,258 Assisting force was applied such that
nucleosomal bypass by Pol II is facilitated. As compared to
the behavior on free DNA, the dynamics of Pol II in the
presence of the nucleosome were observed to change
dramatically, and many long pauses and indefinite arrests
were observed (Figure 8). Moreover, the frequency of an arrest

decreased with increasing ionic strength, weakening histone−
DNA interactions. For high ionic strength, the frequency of
polymerase bypass was sufficiently high that the kinetics of
bypass could be explored. Interestingly, pauses and backtracks
occurring during the nucleosomal encounter were most
pronounced in the first half of the nucleosome, and a Brownian

ratchet model was introduced to explain the observed pausing
behavior. In this model, the polymerase uses local thermal
unwrapping of the nucleosome to proceed forward, rather than
actively removing DNA from the nucleosome.
A more detailed understanding of the location of polymerase

pauses along the nucleosomal DNA was obtained in experi-
ments performed by Michelle Wang and co-workers using a
different experimental geometry, in which optical tweezers were
used to mechanically unzip DNA.259 The position of a bacterial
RNAP on the DNA was inferred by a distinct pattern in the
force−distance curve. In the experiments, transcription was
initiated at a promoter, and the polymerase was stalled after a
certain time delay. Subsequently, bound histone proteins were
removed using heparin, and the position of the polymerase was
mapped by mechanical unzipping of the DNA. A periodicity of
10 bp in the pausing location of the polymerase was reported,
consistent with previous bulk transcription experiments using
gel electrophoresis.
A recent single-molecule study by the Bustamante lab

provided a deeper insight into the nature of the nucleosomal
barrier.258 The authors aimed at identifying the nucleosomal
elements responsible for the observed pausing and backtracking
of the polymerase by analyzing the nucleosomal bypass
efficiency of Pol II and the duration of transcriptional pausing
for four different nucleosomal constructs. In the first experi-
ment, the importance of direct interactions of core histones
with the nucleosomal DNA was tested by introducing two
point mutations into the histone core, Sin H4 (H4 R45A) and
Sin H3 (H3 T118A), whose effect on transcription through
nucleosomes had previously been characterized in biochemical
experiments.255 In the single-molecule experiments, both
histone mutations showed dramatic effects on Pol II tran-
scription through the nucleosome: The nucleosomal bypass
efficiency, the bypass speed, as well as the observed pause
duration and frequency were all significantly different from
those observed on unmodified nucleosomes and resembled the
kinetics observed for transcription on bare DNA. Thus,
mutations at these points dramatically weaken the nucleosomal
barrier. Interestingly, a much smaller effect was observed if
nucleosomes were used containing histones that fully lack their
tails or histones with lysines that are usually subject to
acetylation replaced by glutamines (effectively creating
acetylated histones). Both of these histone modifications also
increased the nucleosomal bypass efficiency, the bypass
velocity, as well as decreased the observed mean pause duration
during bypass, however to a much smaller extent than the Sin
mutants. Interestingly, detailed analysis of the positions, at
which most pauses were observed, yielded additional
information about the nucleosomal barrier. While changes in
the histone tails only altered the pause distribution at the entry
side of the nucleosomes, the Sin mutants also reduced the
pause density at the center of the nucleosome. One surprising
outcome of this study is the finding that, despite their large
mass, histone tails contribute only very little to the overall
stability of the nucleosomes and thus to the nucleosomal
barrier. This suggests that their role is rather to act as a binding
platform for other proteins, such as ATP-dependent chromatin
remodellers, which ultimately determines the fate of the
nucleosome.
While the described optical tweezers experiments provide

detailed insights into the nature of the nucleosomal barrier,
they are not able to describe conformational changes the
nucleosome undergoes during polymerase bypass. It is

Figure 8. Transcription through the nucleosomal barrier. (a)
Schematic of the single-molecule optical tweezers studies of Pol II
bypassing a mononucleosome. A high-resolution dumbbell tweezers
design operating in assisting force mode was used. Artificial, stalled
elongation complexes were assembled202 upstream of a mononucleo-
some localized on a 601 positioning sequence. (b) Schematic
illustrating the nature of the nucleosomal barrier to Pol II
transcription. A color-code for the histone proteins is used to map
the histone DNA interaction sites along the DNA sequence. Positions
of the Sin mutants are indicated by small stars. (c) Comparison of Pol
II on bare DNA (black) and unmodified histones (red). While Pol II
generally passes through the 601 sequence on bare DNA (approximate
position indicated by the yellow region) in a normal elongation mode,
the presence of nucleosomes causes long pauses (middle example) and
stalled Pol II (right example).258 Adapted from ref 258 with
permission from Elsevier, copyright 2012.
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commonly believed that one of the mechanisms of polymerase
bypass involves the formation of a DNA loop, to which histones
are transiently transferred. However, loop formation is most
likely prevented in the optical tweezers experiments, where
force acts on the DNA. Thus, alternative single-molecule
techniques are required to be able to explore nucleosome
structure during and after the bypass by the polymerase.
Recent AFM experiments provide a first glimpse at the

nature of the nucleosome−Pol II complex during bypass.260 In
these experiments, Pol II and nucleosomes were assembled
onto a single DNA molecule, and stalled (no nucleotides) or
chased complexes were imaged in air, immobilized on a mica
surface (Figure 9). Because transcription was not triggered and
different polymerases translocate at different velocities, the
resulting AFM images showed a mixture of complexes with the
RNA polymerase upstream of the nucleosome, at the site of the
nucleosome, or downstream of the nucleosome. Evidence for
DNA looping during polymerase bypass comes from a
quantification of the length of DNA flanking the protein
complex (Figure 9e,f).
The single-molecule studies described in this section have

drastically advanced our understanding of transcription in the
context of chromatin. In the future, one could imagine to either
monitor transcription through nucleosomes in real time using a
high-speed AFM, following the pioneering work by Ando and
co-workers on other motor proteins,151−153 or report on
structural changes of the nucleosome during polymerase bypass
by means of smFRET experiments. The ultimate goal would be
to combine experiments of transcription in the presence of
nucleosomes with experiments of ATP-dependent nucleosome
remodeling, because in the natural environment of the cell, part
of the nucleosomal barrier might be lifted by the remodeling
machinery.

5. TRANSCRIPTION INITIATION
Structural studies of transcription initiation complexes have
tremendously advanced our understanding of this complex
process;12,261−266 however, many aspects of transcription
initiation remain elusive. One of the key remaining questions
is how conformational changes of the polymerase in the open
as well as the initially transcribing complex lead to a controlled
transition from transcription initiation to elongation. In
particular, an explanation had to be found for the observation
of footprinting studies that the amount of DNA protected by
the polymerase increases during transcription initiation. On the
basis of biochemical observations, three different mechanical
models were proposed: (i) transient back and forth movement
of the polymerase, (ii) inchworming of the polymerase, or (iii)
uptake of additional downstream DNA into the initiation
complex (scrunching model) (Figure 10a). These models were
elegantly tested in two different single-molecule experiments.
First, Shimon Weiss and co-workers used smFRET measure-

ments to measure distance changes within the bacterial RNAP
initiation complex during transcription initiation.131 As an
example, they compared the distance between positions DNA−
15 and DNA+15 in the open complex (RPO) as well as in
initially transcribing complexes (RPitc, Figure 10b). Their
smFRET histograms show a clear change in the mean FRET
efficiency as well as in the general shape of the histogram,
indicating a scrunching of the DNA. Additional evidence for the
scrunching model came from measurements of smFRET
efficiencies between various positions on initiation factor σ70

and positions on the downstream or upstream DNA. All results

showed the same effects: The relative position of the upstream
DNA with respect to the position on σ70 remained unchanged
during transcription initiation, while all positions on the

Figure 9. AFM imaging of transcription through nucleosomes. (a)
AFM image of stalled polymerases on DNA molecules containing
mononucleosomes. Complexes were assembled but not chased in
solution, cross-linked, attached to mica, and imaged in air. Note that
not all DNA molecules contain both polymerase and nucleosome. (b)
AFM images of the same sample as in (a) after chasing with all four
nucleotides. Some polymerases have bypassed the nucleosomes. (c)
Exemplary height profile showing the difference in the height of the
polymerase and the nucleosome. The difference in height allows for a
clear distinction in the experiment. Note that due to the imaging in air
(and the high forces during imaging), the observed height is lower
than the expected height. (d) Schematic explaining the design of the
DNA construct and data analysis. Before chasing, the polymerase sits
on one-half of the DNA, while the nucleosome sits on the other half of
the DNA downstream from the polymerase (at about 75% of the
contour length). After chasing, one can see if the polymerase was
active, that is, has left the first half of the DNA, was stalled, that is, sits
in front or at the position of the nucleosome, or was able to bypass the
nucleosome, that is, sits on the short end of the DNA with the
nucleosome at an upstream position. (e) Histogram of observed free
DNA length for the situation where the polymerase has started
transcription, but has not yet reached the nucleosome. The histogram
shows a single peak centered at a length of 125 nm. (f) Histogram of
observed free DNA length for situations where the polymerase and the
nucleosome cannot be separated spatially. Now, the histogram has to
be fitted by a double distribution, one with the length identical to that
in (e) and one with a reduced length of free DNA of 92 nm. The
presence of this second population indicates that during the bypass a
loop of DNA is captured between the polymerase and nucleosomes. It
had been speculated for a long time that the presence of DNA loops
could help in transferring the DNA from a position downstream of the
polymerase to an upstream position.260 Adapted from ref 260 with
permission from Nature Publishing Group, copyright 2011.
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downstream DNA moved toward the polymerase. This result
manifests DNA scrunching. Similarly, DNA scrunching during
transcription initiation was observed for the single subunit RNA
polymerase from T7.267,268 Interestingly, DNA scrunching as
well as rotations during early RNA synthesis and not structural
changes within the T7 RNA polymerases were rate limiting for
the transition from initiation to elongation, suggesting that
these processes are key regulatory steps of transcription.
A completely different approach to test the scrunching model

for RNAP transcription initiation was used by Strick and co-
workers,269 who performed single-molecule extension and
twisting experiments using magnetic tweezers. In magnetic

tweezers, a single DNA molecule is stretched by application of a
magnetic force to the molecule.123,124,270 To this end, one end
of the DNA molecule is attached to a glass slide, whereas the
other end is attached to a superparamagnetic bead. The bead is
then lifted upward by moving a magnet away from the surface
(Figure 10c). By rotating the magnet, one can rotate the bead
and in this way apply twist to the DNA molecule if the
attachment assures that the molecule is torsionally constraint.
Applying twist in one or the other directions leads to positive
or negative supercoiling of the DNA. Because the RNA
polymerase unwinds DNA while transcribing, movement of the
polymerase can be visualized by a change in the supercoiling

Figure 10. Scrunching of DNA during transcription initiation. (a) Different models for transcription initiation explaining the observed expanded
footprint of the polymerase.131 (b) Scrunching is observed in smFRET experiments. Labeling of the DNA at positions −15 and +15 with a donor
and acceptor dye, respectively, enables visualization of the movement during transcription initiation. The observed smFRET histograms show two
peaks, one from the free DNA and one form the DNA bound to the polymerase in the RPO or RPitc complex. The observed mean smFRET
efficiencies shift to higher values as the DNA is pushed into the initially transcribing complex.131 (c) DNA scrunching observed with magnetic
tweezers. A single DNA molecule containing the promoter sequence is stretched and then positively supercoiled using a rotating magnetic bead. As
the polymerase binds to the bead and starts scrunching, it introduces additional positive supercoils. As a result, the bead will be pulled closer to the
surface. The data show a measured time trajectory as well as the distribution of distances. By using only a limited set of nucleotides, it was possible to
determine after how many steps a positive supercoils is added. For short transcripts of one or two nucleotides, there was no change in DNA length.
However, if production of up to 8nt long RNA was allowed, the formation of positive supercoils could be observed.269 (a), (b) Adapted from ref 131
with permission from The American Association For The Advancement Of Science, copyright 2006. (c) Adapted from ref 269 with permission from
The American Association For The Advancement Of Science, copyright 2006.
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density, which in turn manifests itself in a change of observed
DNA length (Figure 10c).271 From the three different
mechanical models of transcription initiation presented above,
only in the DNA scrunching model the number of supercoils in
the DNA is expected to change by an initiating enzyme.
Therefore, measuring the number of supercoils during
transcription initiation allows for directly testing the scrunching
model. In the experiments, the production of truncated
transcripts, that is, abortive initiation, was induced by providing
only a limited set of nucleotides to the polymerase. For short
transcripts of one or two nucleotides, no change in DNA length
was noted. However, if production of up to 8nt long RNA was
allowed, formation of positive supercoils could be observed in
accordance with the DNA scrunching model.
Recent smFRET-based studies have shed light on the

dynamics of the bacterial RNAP during transcription initiation.
Kapanidis and co-workers showed that the open promoter
complex undergoes dynamic conformational changes on the
millisecond time scale.272 They argue that this flexibility is
connected to the variability of start site selection of RNAP and
that factors such as DNA sequence, availability of nucleotides,
or the presence of regulating factors could alter start site
selection. Moreover, Ebright and co-workers recently inves-
tigated the closing and opening of the RNAP clamp during
transcription initiation using smFRET (Figure 11).273 They

found that the holoenzyme and the core polymerase showed an
open conformation in equilibrium with several closed states,
whereas the clamp in the open complex, the initially
transcribing complex, as well as the elongation complex existed
in a closed conformation. Comparison of the smFRET data
with structural and molecular dynamics data indicated that the
closed and the open states observed by smFRET are in good
agreement with the states previously reported in X-ray
structures. In summary, the study shows that loading of the
DNA into the active center cleft of the polymerase requires the
clamp to be in the open state. Upon loading of the DNA, the
clamp appears to be locked in the closed conformation, thus
clamping down on the DNA and ensuring processivity of the
enzyme.
While the bacterial RNAP is dependent only on one

initiation factor, the eukaryotic enzyme requires the interplay
of a large set of transcription factors to initiate transcription,
most importantly general transcription factors TFIIA, -B, -D,
-E, -F, and -H. These factors assemble at the promoter and
recruit Pol II to form the preinitiation complex. The large size,
heterogeneous composition, and dynamic nature of eukaryotic
initiation complexes have made studies of Pol II transcription
initiation difficult, especially using standard structural methods
such as X-ray crystallography.
First direct insight into transcription initiation comes from

single-molecule fluorescence experiments of the Tijan and Chu
laboratories.274 Using purified human Pol II as well as purified
general transcription factors, they were able to develop a video
microscopy assay for following various steps in promoter
directed transcription initiation of Pol II. The authors were able
to detect transcription events at the single-molecule level and
could show that transcription is enhanced by the human
regulator Sp1.
A recent study by Treutlein et al. used smFRET in

combination with global NPS analysis110 to determine the
molecular architecture of a minimal Pol II open promoter
complex (OC).275 The investigated minimal OCs were
assembled from promoter DNA including a TATA box and
an 11-nucleotide mismatched region around the transcription
start site, Pol II, TBP, and general transcription factors IIB and
IIF. The authors measured smFRET efficiencies between
antenna dye molecules attached to the upstream nontemplate
DNA, the TATA box, TBP, and TFIIB, and several satellite dye
molecules attached to positions on the template DNA and Pol
II Rpb4/7. They then used global NPS analysis to obtain the
position of the upstream DNA including the TATA region,
TBP, and TFIIB relative to Pol II. An architecture of the OC
was revealed, in which TATA−DNA and TBP reside above the
Pol II cleft between clamp and protrusion domains. TFIIB was
displaced from the Pol II wall, where it is located in the closed
promoter complex. Most interestingly, time trajectories of
smFRET measurements between the TBP−TATA subcomplex
and the downstream DNA showed dynamics (Figure 12),
which were assigned to the movement of downstream DNA
into and out of the Pol II cleft. This dynamic loading and
unloading process happened at a time scale of seconds and
hence represents a major kinetic trap in the assembly process.
This intrinsic flexibility also explains why minimal Pol II OCs
could not be trapped crystallographically.
NPS experiments on Pol II transcription initiation have the

difficulty that currently available labeling sites are limited to
Rpb4/7, the nucleic acids, or to other transcription initiation
factors such as TFIIB and TBP. Here, the archaeal RNA

Figure 11. Rearrangement of the RNAP clamp during transcription
initiation. The conformation of the RNAP clamp was investigated
using smFRET. The dye molecules were attached at the tip of the
clamp (donor) and at the tip of the β pincer. The observed smFRET
distribution of the free polymerase bound to σ70 (RNAP holo) has to
be fitted with at least three Gaussian distribution, indicating that at
least three states are observed. In the open complex (RPo), the initially
transcribing complex (RPitc), as well as in the elongating complex
(RDe), only a single distribution is needed to fit the data. The
determined mean smFRET distribution for RPo, RPitc, and RDe is
always E = 0.3, which is close to the mean efficiency of the middle peak
of the RNAP holo (E = 0.28). However, this middle peak is only the
minor contribution for RNAP holo. The histogram is dominated by a
low smFRET of E = 0.15, which accounts for more than 50% of the
data. Additionally, 25% of the data are fitted by a distribution centered
at E = 0.4, indicating that there is a third more collapsed state present,
or maybe more probable multiple states or conformational
heterogeneity, because this peak is extremely broad.273 Adapted
from ref 273 with permission from The American Association For The
Advancement Of Science, copyright 2012.
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polymerase provides an interesting alternative. The RNA
polymerase from archaea is structurally highly homologous to
both Pol I and Pol II,276 and the mechanistic studies on the M.
janaschii enzyme have several experimental advantages. First, an
in vitro reconstitution assay of the complete 12 subunit enzyme
has been developed, yielding the possibility for straightforward
fluorescent labeling at any desired position on the enzyme,277

thus opening the way for structure function analysis of the
enzyme using single-molecule fluorescence methodologies.
Second, promoter-dependent transcription initiation can be
established comparatively simply, by using complexes of
polymerase, TBP, TFB, and optionally TFE as well as promoter
DNA.278 Third, the structure and function of several of the
important basal transcription factors is believed to be almost
identical from archaea to eukaryotes. In first NPS experiments
on this system, the position of the winged helix domain as well
as that of the zinc ribbon domain of TFE in the transcription
initiation complex were determined (Figure 13a).215 Interest-
ingly, the determined position of the winged helix domain,
which was shortly thereafter verified by chemical cross-
linking,279 overlapped with the previously determined binding
site of Spt4/5 on the polymerase.280 This suggests that TFE
and Spt4/5 could kinetically compete for the same interaction

site and binding of one factor could displace the other. Using
EMSA, it has been shown that TFE and Spt4/5 are indeed
competing for binding to the polymerase in vitro (Figure 13b).
Yet, the roles of the two factors are remarkably different. In the
transcription initiation complex, binding of Spt4/5 reduces the
observed transcription (Figure 13c), while TFE stimulates
transcription. However, the negative effect of Spt4/5 can be
overcome by TFE, presumably outcompeting Spt4/5 for the
binding site on the polymerase in the transcription initiation
complex. In the elongation complex, TFE has no effect on
transcription, while Spt4/5 stimulates transcription (Figure
13d). Here, Spt4/5 outcompetes TFE, because the stimulation
is not reduced by the presence of TFE.
This example shows how changes in the affinity of the

transcription machinery for different transcription factors can
both regulate and control their relative efficiencies of binding,
as well as affect the fidelity of transcription. It will be important
to see in future experiments whether this is a common
mechanism that is exploited in different variations throughout
transcriptional regulation in prokaryotes and eukaryotes.
Besides the observed specific binding site on the surface of
the polymerase, another likely candidate for a binding platform
is the C-terminal domain of Pol II. Post-translational
modifications of the heptad repeat of the CTD act as
modulators for transcription factor affinity to the polymerase,
thus adding another level of complexity to the delicate control
of transcription in eukaryotes.281

Besides the dynamics of the transcription initiation
complexes, another important aspect for understanding this
process is the question of how the polymerase finds the
promoter. Recently, elegant single-molecule experiments by
Greene and co-workers using DNA curtains,282 to obtain data
in a fast and massively parallel assay, have yielded insight into
the search mechanism.283 They were able to show that in vitro,
the promoter search by RNAP is dominated by three-
dimensional diffusion not only for distant searches, but also
for submicroscopic length-scales. This search strategy is
successful also in the very crowded cellular environment,
where other proteins bound to DNA would provide obstacles
to an RNAP molecule diffusing one-dimensionally on the DNA.
One of the most studied aspects of transcription regulation is

the interaction of the polymerase with proteins that enhance or
repress transcription. One of the most prominent examples is
that of the lac operon, where the lac repressor is known to
repress transcription by competing with the polymerase in
promoter binding. Interestingly, recent single-molecule experi-
ments by the Gelles lab using single-molecule fluorescence
colocalization and photobleaching of a dye labeled RNAP have
shown that the polymerase can bind in a stable fashion to more
than one site on a promoter DNA.284 The lac repressor
prevents binding to one of those sites, thus preventing the
formation of transcriptionally competent complexes, but does
not impede binding to the secondary site. Using the same
single-molecule fluorescence colocalization technique, also the
kinetic mechanism of bacterial transcription initiation at σ54

promoters has been investigated.285 The single-molecule
experiments can reveal interesting kinetic intermediates of the
closed complex of σ,54 with the slowest step being the transition
of the second closed complex state to the open complex. The
transition to the open complex state also marks the
commitment step during σ54 transcription initiation.

Figure 12. Dynamics of downstream DNA during transcription
initiation. (a) The downstream DNA within open promoter complexes
was observed in smFRET experiments to capture two different
conformations: the EC conformation in the cleft (gray) as well as an
alternate conformation outside of the cleft as revealed by global NPS
analysis. The position probability densities resulting from global NPS
analysis of the antennas attached to the downstream DNA are shown
as meshed credible volumes contoured at 68% probability relative to
the Pol II EC.5 (b) smFRET measurements for satellite positions on
the downstream DNA resulted in FRET efficiency histograms with
two populations, indicating the alternate conformation of the
downstream DNA. (c) Downstream DNA in Pol II open complexes
switches dynamically between positions inside and outside of the cleft.
Example of directly observed dynamic transitions between low- and
high-FRET state. Time trace of fluorescence intensities (dashed lines,
raw data, and solid lines, 5 point moving average) for donor NT-
DNA(−30)-Tamra (green) and acceptor T-DNA(+3)-Alexa647 (red)
are shown together with the computed FRET efficiency (blue).
Adapted from Treutlein et al.275
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6. TRANSCRIPTION TERMINATION

Single-molecule studies of transcription termination have so far
only focused on the bacterial RNA polymerase. In prokaryotes,
specific sequences called intrinsic terminators are known to
cause transcription termination. The sequence motifs of such
terminators consist of a region that allows for the formation of
an RNA hairpin, followed by an A-rich region in the DNA
template resulting in a slippery U-tract. In an elegant study,
Block and co-workers used optical tweezers to measure the
termination efficiency of three different terminator sequences
by applying both opposing and assisting force (Figure 14).286

The termination efficiency was independent of the load on the
DNA; however, the kinetics of termination were altered, in
some instances leading to a stalled polymerase. Interestingly, in
contrast to polymerase pausing during elongation, this state,
termed a terminal dwell, was not followed by further elongation
but by a release of the DNA template, thus constituting an
intermediate step during the termination process.
These experiments illustrate one of the main strengths of

optical tweezers experiments for the investigation of enzymatic
reactions. By investigating how the reaction is altered as a
function of force, one is able to reveal the underlying energetic
landscape, thus getting direct insight into the molecular
mechanism of a certain reaction.287,288 In particular, steps
along the enzymatic cycle that involve a translocation along the
mechanical reaction coordinate are prone to be highly force
sensitive.

Maybe the most important clue toward understanding the
mechanism of sequence dependent transcription termination in
bacteria came from experiments where force was applied to the
nascent RNA transcript.289 To exert force on the nascent RNA,
the polymerase is bound to a bead held in an optical trap, and a
single-stranded DNA sequence complementary to the 5′ end of
the nascent RNA is used to form a DNA−RNA hybrid and to
attach the nascent RNA to another bead held in the second
trap. In such an experiment, the formation of hairpins can be
prevented. Detailed knowledge of RNA hairpin stability existed
from controlled unfolding experiments using optical tweez-
ers.290,291 To separate the effect of the U-tract region from that
of the RNA hairpin, experiments were done with termination
sequences containing only the U-tract, or both the U-tract as
well as the terminator hairpin. For all investigated terminators,
no difference in termination efficiencies could be observed for
forces above the hairpin unfolding forces (∼18 pN) (Figure
14c). For forces below the hairpin unfolding force, transcript
release increased with force. Interestingly, force does not only
influence formation of the terminator hairpin, but also that of
other secondary structures in the nascent RNA. The experi-
ments led to a quantitative model for the sequence-dependent
intrinsic termination of RNAP. In this model, there are two
important energetic terms, the free energy of the DNA−RNA
hybrid as well as the free energy of the hairpin. Moreover, two
distances are important: the distance dhybrid, which is the
amount of shearing of the RNA that leads to a release of the

Figure 13. Competition of transcription initiation factor TFE and transcription elongation factor Spt4/5 for the same binding site on the
polymerase. (a) NPS localization of a dye molecule attached to the zinc ribbon domain (green) and another dye molecule attached to the winged
helix domain (purple) of TFE with respect to the archeael RNA polymerase. (b) Competition of binding of TFE and Spt4/5 to the polymerase
studied by EMSA. (c) Binding of Spt4/5 to PIC abolishes transcription activity, which can be rescued by TFE. (d) In the elongation complex, Spt4/
5 increases the transcription activity whereas TFE does not.215 Adapted from ref 215 with permission from Elsevier, copyright 2011.
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transcript, and dstem, which corresponds to the distance
necessary for formation of a stable RNA termination hairpin.
It would be exciting if similar experiments could also be

performed for factor dependent termination. For example, in
bacteria, Rho helicase is thought to use an allosteric mechanism
to facilitate termination.292 In eukaryotes, mRNA transcrip-
tional termination is more complex and involves polyadenyla-
tion followed by digestion of the 3′ end of the RNA by an
exonuclease in a “torpedo-like” fashion.293−295 Recent work has
even revealed that termination of cryptic transcripts and short
RNAs is tightly connected to RNA 3′-end processing adding
another realm for future mechanistic studies of termination
using single-molecule methods.296−298

7. SINGLE-MOLECULE STUDIES OF TRANSCRIPTION
IN SINGLE CELLS

Ultimately, the action of single RNA polymerases has to be
understood in the complex environment of a living cell. Single-
molecule in vivo studies of transcription using fluorescence
microscopy have provided invaluable new insights into the
dynamics and regulation of transcription in single cells.18,20,299

One of the most surprising results was the observation that
transcriptional activity, instead of being tightly regulated and
deterministic as previously thought, actually varies from cell to
cell and exhibits large temporal fluctuations within a single cell.
The fluctuations were attributed to random bursts of
transcriptional activity, in which many mRNA molecules are
transcribed within a short time period followed by periods
without active transcription.300,301

Transcriptional bursting was first detected by Golding et al.
in single bacterial cells (Figure 15a).164 Using the MS2-GFP

technique (see section 2.4), the authors followed the synthesis
of an exogenous mRNA target consisting of the coding
sequence of a red fluorescent protein (mRFP) and a tandem
array of 96 MS2 binding sites and directly observed
transcriptional bursts in the time-series data. Because the target
mRNA was translated into a fluorescent protein, the authors
were also able to compare mRNA and protein levels in single
cells and found them to be proportional. Since this initial work
in bacteria, transcriptional bursting has been observed in a
variety of systems ranging from slime mold to mammalian
cells,159,172,302,303 and therefore appears to be a ubiquitous
mode of transcription.
The Singer lab was the first to detect the bursting behavior of

RNA polymerase II transcription in eukaryotes.172 An
endogenous developmental gene was investigated in Dictyos-
telium using the MS2-FP technique, and discrete pulses of
transcriptional activity were observed. Surprisingly, the length
and height of pulses were consistent throughout development;
however, the fraction of single cells showing active transcription
varied over the course of development. Another finding of this
study was the presence of transcriptional memory: cells were
more likely to retranscribe a gene that had been previously
active than to initiate transcription de novo. The first
demonstration of transcriptional bursting of RNA polymerase
II in mammalian cells comes from a study by Raj et al.,159 in
which a reporter gene was stably integrated into the genome of
Chinese hamster ovary cells and mRNA was detected on the
single-molecule level by means of mRNA-FISH (Figure 15b).
The authors showed that transcriptional bursts were intrinsi-
cally random and not due to global, extrinsic factors such as
levels of transcription activators; however, genes within a wider

Figure 14. Transcription termination. (a) Exemplary single-molecule transcription events showing preferred termination at the location of the his-
terminator sequence (gray area). Experiments were performed at 18 pN of assisting force. (b) Experimental geometry for measurements with force
applied to the nascent RNA. A double-stranded DNA handle is used together with a DNA−RNA hybrid to pull on the elongated strand. The
polymerase is attached to a second bead in the dumbbell tweezers design. (c) Experimentally determined termination efficiency as a function of
applied force for the his terminator sequence, as well as for the his U-tract, that is, where the terminator hairpin has been removed. The zero force
data point is obtained from bulk gel-based assays, and the black data point is also from bulk assays, however, in the presence of complementary oligos
to prevent the formation of secondary structure. (d) Overview of the parameters describing the modeled free energy landscape, which is illustrated in
(e). Adapted from ref 286 with permission Elsevier, copyright 2008.
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genomic locus appeared to be activated in a correlated way.
Transcriptional bursting in eukaryotes is not limited to genes
transcribed by Pol II. An mRNA-FISH study by the van
Oudenaarden lab showed that transcription of rRNA by Pol I
occurred in bursts as well.304

Two recent studies in bacteria and Dictyostelium have
provided further insights into the characteristics of transcrip-
tional bursting. So et al. showed that in single bacterial cells, the
extent of transcriptional bursting showed direct correlation to
its average expression level.161 Moreover, work in Dictyoste-
lium by the Chubb lab demonstrated that the frequency of
transcriptional bursting is not only variable over the population
of cells, but is also a heritable trait. The persistence of
transcriptional fluctuations from one generation to the next was
shown to be dependent on histone H3K4 methylation.305

Even though bursting has been observed in many systems,
other transcription dynamics have been observed as well. In
yeast, single mRNA counting by means of mRNA-FISH
revealed that genes, especially housekeeping genes, exhibit a
constitutive mode of transcription with unexpectedly small
variations. This is a consequence of transcription events
occurring randomly over time and with a constant
probability.162,306

An interesting question concerning transcriptional dynamics
in single cells is whether functionally related genes or even the
two alleles of the same gene are transcribed in a correlated way.
Gandhi et al. addressed this question by simultaneously
counting individual mRNAs of functionally related and
unrelated genes in single yeast cells using mRNA-FISH.307

They found that transcript levels of temporally induced genes
are highly correlated within single cells; however, constitutive
genes encoding essential subunits of protein complexes such as
general transcription factor (TF) IID or RNA polymerase II are
not correlated any more than functionally unrelated genes. In
addition, the authors explored transcription of the two alleles of
the same gene by introducing a cassette of RNA hairpins from
bacteriophage PP7 into the 3′ UTR of only one of the alleles
and targeting it with separate FISH probes. Only a weak
correlation between the mRNA levels of the two alleles was
observed, a fact that was confirmed by a more recent work of
the Singer laboratory, in which the two alleles of the same gene
were labeled with different colors using PP7-GFP as well as
MS2-mCherry in diploid yeast cells (Figure 15c).158

Several recent studies took a more integrative approach to
investigate transcription in single living cells. Darzaq et al. used
a locus specific reporter system in single human cells in
combination with FRAP measurements to quantify both RNA
polymerase II and mRNA kinetics in vivo with a high temporal
resolution.170 Single mRNA molecules were detected using
MS2-FP or mRNA-FISH labeling, and RNA polymerase II was
visualized through fusion to the YFP. Moreover, immunostain-
ing of fixed cells was used to detect the phosphorylation state of
Pol II. Pol II elongated at 4.3 kilobases per minute and entered
a paused state for unexpectedly long times. Moreover,
transcription onset was very inefficient, with only 1% of
polymerase−gene interactions leading to completion of a
mRNA.
Another interesting question is whether cotranscriptional

RNA processing such as splicing modulates the rate of
transcription. The correlation between transcription elongation
and cotranscriptional splicing was explored in a recent study of
the Shav-Tal laboratory.180 In a human cell line, β-globin was
studied as a model gene, and different constructs were designed

Figure 15. Single-molecule studies of transcription in single living
cells. (a) First detection of transcriptional bursting by Golding et al. in
single Escherichia coli.164 Single RNA molecules encoding the red
fluorescent protein were fluorescently labeled using the MS2-GFP and
a tandem array of 96 MS2 binding sites (green, mRNA; red, red
fluorescent protein). (b) First observation of stochastic mRNA
synthesis in mammalian cells by Raj et al. using the RNA-FISH
approach.159 Representative field of cells from a Chinese hamster
ovary cell line. Sites of active transcription are detected as bright spots.
(c) Single-molecule analysis of gene expression of the two alleles of a
gene using two-color RNA labeling in living yeast cells.309 A cassette of
24 PP7 (green) or MS2 (magenta) binding sites was inserted into the
3′ UTR of either two alleles of the yeast MDN1 gene, respectively.
The two alleles showed independent transcriptional fluctuations as no
correlation was observed (right panel). (d) Top: Real-time observation
of transcription of an endogenous gene in a single living yeast cell.162

Sites of active transcription are marked by arrows. Images were
recorded after 0, 2, 22, and 28 min. Bottom: Fluorescence intensity
time trajectories of the transcription site reveal multiple Pol II enzymes
transcribing the gene at the same time. At time t1 a single Pol II is
loaded on the gene, whereas at time t2 multiple Pol IIs are transcribing
the gene. At t3 the first RNAPII has terminated, and at t4 all Pol IIs
have left the gene. Fluctuation analysis of fluorescence time trajectories
reveals the rate of transcription elongation. (a) Adapted from ref 164
with permission from Elsevier, copyright 2005. (b) Adapted from Raj
et al.159 (c) Adapted from ref 309 with permission from Nature
Publishing Group, copyright 2012. (d) Adapted from ref 162 with
permission from The American Association For The Advancement Of
Science, copyright 2011.
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that either contained varying numbers of intron/exons and
were therefore subject to cotranscriptional splicing or did not
contain any intron and were therefore not expected to recruit
the spliceosome. Single nascent mRNA molecules were
detected via MS2-FP labeling, and individual RNA subunits
of the spliceosome were labeled by means of RNA-FISH
probes. Spliceosomes were observed to accumulate on intron-
containing genes with the number of spliceosomes increasing
with the number of introns. Moreover, kinetic measurements of
the Pol II elongation rate showed that transcription elongation
kinetics proceeded independent of the presence of cotranscrip-
tional splicing at the β-globin gene. Another study that
investigated transcriptionally coupled and uncoupled splicing
used the molecular beacon approach to label the exon and
intron region of synthesized mRNA with spectrally distinct
fluorophores (Figure 5d).177 A loss of colocalized emission
from both fluorophores indicated a splicing event. Using this
approach, the authors found that the normally tight coupling
between transcription and splicing is broken in situations where
the intron’s polypyrimidine tract is sequestered within strong
secondary structures.
The binding of upstream activators and transcription factors

to the promoter region is essential for Pol II recruitment to the
promoter and transcription initiation. However, the connection
between upstream transcription activator and downstream
transcriptional regulation is not well understood. Scientists in
the McNally laboratory addressed this lack of knowledge using
yeast as a model system.308 FRAP and ChIP were used to
measure the dwell time of the GFP labeled activator ACE1 on
an endogenous tandem array, and the transcribed mRNA was
detected by MS2-FP labeling. Both fast and slow cycling of the
activator was observed simultaneously on the endogenous yeast
promoter, and whereas fast cycling initiated transcription, slow
cycling regulated the quantity of mRNA production.
The first direct measurement of transcription of single

nascent mRNA molecules from an endogenous, cell-cycle
regulated yeast gene was recently achieved by the Singer
laboratory (Figure 15d).162 Larson et al. introduced a cassette
of PP7 bacteriophage coat protein binding sites into either the
3′ or the 5′ UTR of the endogenous gene of interest, such that
binding of PP7-GFP fluorescently labeled the nascent RNA
either right after initiation or shortly before termination of
transcription. As a consequence, the 5′ UTR construct enabled
the authors to obtain time-lapse data for whole transcription
cycles, whereas the 3′ UTR construct was sensitive only to late
events in the lifetime of a nascent RNA molecule (see section
2.4, Figure 5d). In addition, Larson et al. developed a novel,
quantitative method of fluctuation analysis of fluorescently
labeled mRNA to measure the kinetics of transcription
initiation and the dynamics of elongation and termination. By
combining the data from both gene constructs, it was possible
to determine kinetic rates of initiation and elongation. The
analysis revealed that different Pol II’s acted in an uncorrelated
manner on the investigated gene, and that elongation
proceeded processively at a steady rate without being
interrupted by major pausing of Pol II. Nevertheless,
throughout the cell cycle the elongation rate varied 3-fold,
and also initiation rates were observed to be cell-cycle
dependent. Finally, Larson et al. correlated transcription of
the mRNA with the diffusion and binding behavior of an
upstream transcription factor measured by FCS. As a result,
transcription initiation of the investigated gene was dependent

only on the success of the transcription factor in its search for
its particular promoter binding site.
Single-molecule, single cell studies of transcription such as

those presented in this section will pave the way to a more
mechanistic understanding of the dynamics of transcription
regulation in the complex cell environment.

8. OUTLOOK
Single-molecule methods have in the last two decades advanced
from simple demonstration experiments to a level where
quantitative mechanistic insight can be obtained. While initial
experiments investigated rather simplistic scenarios, where a
single enzyme moves along a single DNA molecule, lately,
researchers are trying to add to the complexity of the situation,
by including regulatory factors or by studying dynamic transient
processes where the composition and architecture are changing
rapidly. It is precisely these scenarios where single-molecule
techniques are prone to have their highest impact. Investigating
processes at the single-molecule level, or maybe one should
better say at the single complex level, allows for the direct, real-
time visualization and manipulation of crucial molecular steps
within cells. Clearly, more research is needed for understanding
the intricate interaction of transcription and other processes.
First experiments in living cells or using higher order structures
have already been performed and are laying out the path for
future research. However, the field will only advance as fast as
method development is advancing as well. For example,
superfast AFM imaging, super-resolution optical microscopy,
single particle tracking, smFRET experiments in living cells, and
other techniques will be crucial, and their continued improve-
ment is needed for future advances in the field of single-
molecule studies of transcription.
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(98) Lewis, R.; Dürr, H.; Hopfner, K.-P.; Michaelis, J. Nucleic Acids
Res. 2008, 36, 1881.
(99) Yang, H.; Luo, G.; Karnchanaphanurach, P.; Louie, T.-M.; Rech,
I.; Cova, S.; Xun, L.; Xie, X. S. Science 2003, 302, 262.
(100) Antonik, M.; Felekyan, S.; Gaiduk, A.; Seidel, C. A. M. J. Phys.
Chem. B 2006, 110, 6970.
(101) Santoso, Y.; Torella, J. P.; Kapanidis, A. N. ChemPhysChem
2010, 11, 2209.
(102) Kudryavtsev, V.; Felekyan, S.; Wozńiak, A. K.; König, M.;
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