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ABSTRACT A mixed quantum-—classical method for the simu-
lation of laser-induced desorption processes at surfaces is im-
plemented. In this method, the nuclear motion is described
classically, while the electrons are treated quantum mechanic-
ally. The feedback between nuclei and electrons is taken into
account self-consistently. The computational efficiency of this
method allows a more realistic multi-dimensional treatment
of desorption processes. We apply this method to the laser-
induced desorption of NO from NiO(100) using a two-state
two-dimensional potential energy surface derived from ab initio
quantum chemical calculations; we extend this potential energy
surface to seven dimensions employing a physically reasonable
model potential. By comparing our method to jumping wave-
packet calculations on exactly the same potential energy surface
we verify the validity of our method. We focus on the velocity,
rotational, and vibrational distributions of the desorbing NO
molecules. Furthermore, we model the energy transfer to the
substrate by a surface oscillator. Including recoil processes in
the simulation has a decisive influence on the desorption dynam-
ics, as far as the velocity and rotational distribution is concerned.
In particular, the bimodality in the velocity distribution ob-
served in low dimensions and in the experiment disappears in
a high-dimensional treatment.

PACS 68.43.Tj; 68.43.Rs; 82.20.Gk; 82.20.Wt

1 Introduction

Photon- and electron-stimulated desorption of
molecules from surfaces has been intensively studied in the
last decades [1]. In both kinds of processes, the desorption
is induced by electronic transitions (DIET). In recent years,
technological progress has made it possible to perform time-
resolved laser pump—probe experiments in which the time
evolution of DIET processes can be monitored in the fem-
tosecond regime [2]. These experiments provide a wealth of
information on the real-time dynamics of chemical processes
at surfaces (see, for example, [3, 4]).

Unfortunately, the experimental progress has not been ac-
companied by a corresponding development of theoretical
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tools for the realistic description of DIET processes. This is
mainly due to the fact that the modeling of processes involving
electronic transitions still represents a great challenge. First
of all, the ab initio determination of excited state potentials is
not possible using computational efficient density-functional
theory schemes. One has to use quantum chemistry methods,
which are usually computationally very costly. Secondly, the
simulation of the dynamics of DIET processes requires the
explicit treatment of both electronic and nuclear dynamics.
There has been significant progress in the high-dimensional
simulation of Born—Oppenheimer reaction dynamics at sur-
faces in recent years [5—7]. These studies have demonstrated
the importance of multi-dimensionality in the reaction dy-
namics. However, electronically non-adiabatic simulations of
reactions at surfaces are usually limited to a few degrees of
freedom [8]. This is caused by difficulties in the theoretical
treatment resulting from the different time scales in the elec-
tronic and nuclear motion.

In order to allow a multi-dimensional treatment of laser-
induced desorption, we propose the use of a mixed quantum-
classical scheme in which the nuclear motion is described
classically while the electrons are treated quantum mech-
anically. The feedback between quantum and classical de-
grees of freedom still has to be taken into account self-
consistently. We have recently implemented such a scheme
for the description of charge transfer processes in the scat-
tering of molecules at surfaces [9, 10]. This mixed quantum—
classical scheme is based on the fewest switches algorithm
developed by Tully [11]. In this surface-hopping algorithm,
the number of state switches is minimized under the con-
straint of maintaining the correct statistical population of each
state.

We have now extended this algorithm in order to address
laser-induced reactions at surfaces. Combining ideas of pre-
vious treatments [11—-14], we have in particular introduced
an optical potential in order to simulate the collective in-
fluence of electronic excitations of the substrate. Our mixed
quantum—classical (MQC) method allows the inclusion of
the relevant nuclear coordinates of both adsorbates and the
substrate at sufficiently long propagation times to correctly
describe thermalization and dissipation effects. In order to es-
tablish the validity of our scheme, we first compare the results
of our method to two-dimensional jumping wave-packet cal-
culations [15] of the laser-induced desorption of NO from
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NiO(100) using exactly the same potential energy surface
(PES), which was derived from ab initio calculations [16].

This system has been well studied experimentally [17—
20]. One of the most interesting experimental results is the
bimodality that has been observed in the velocity distribution
of desorbing molecules [17]. Based on the wave-packet calcu-
lations, it was proposed that the bimodality is a consequence
of a bifurcation of the wave-packet due to the topology of the
excited state potential energy surface [15].

In order to study the influence of additional degrees of
freedom on the desorption process, we extended the poten-
tial energy surface to seven dimensions in total by consider-
ing the remaining NO degrees of freedom and one surface
oscillator coordinate. In the absence of any ab initio calcu-
lations we used a physically reasonable model potential for
this extension. Indeed, the incorporation of the higher di-
mensionality, in particular the recoil effects at the surface,
turn out to strongly modify the desorption dynamics. The
bimodality in the velocity distribution, observed in a low-
dimensional description and in the experiment, disappears in
a high-dimensional treatment. These findings demonstrate the
importance of a realistic multi-dimensional treatment of the
desorption dynamics. It also indicates that further studies have
to be performed in order to fully understand the laser-induced
desorption of NO from NiO(100)

This paper is structured as follows. After this introduc-
tion, we first lay out our proposed mixed quantum—classical
scheme for the description of laser-induced desorption pro-
cesses at surfaces. Then we address the construction of the
high-dimensional potential energy surface. The results of our
calculations are discussed in detail, and then the paper ends
with some concluding remarks.

A brief account of this work has appeared elsewhere [21].
In this paper, the theoretical method is described in more
detail. Furthermore, we report additional results of the
mixed quantum—classical calculations with respect to the ki-
netic energy distribution and the vibrational distribution in
desorption.

2 Theory
2.1 Model

DIET processes are usually described within the
Menzel-Gomer-Redhead (MGR) model [22,23] or the An-
toniewicz model [24], which differ in the relative position of
the minima in the ground and excited state potentials. Still,
both models assume the same reaction steps, which are illus-
trated in Fig. 1. First the system is excited by, for example,
alaser pulse. This pulse may directly excite the adsorbate, but
most probably, the substrate first becomes electronically ex-
cited with the creation of hot electrons (step 1). The adsorbate
then becomes electronically excited in a Franck—Condon tran-
sition, for example, by the transfer of one electron from the
substrate (step 2). Such a mechanism has been proposed for
the laser-induced desorption of NO from NiO [17], but direct
excitations have also been suggested [25]. Since the minimum
energy positions of the ground and excited states differ in gen-
eral, the adsorbate in the excited state becomes accelerated
(step 3). After a certain period of time, the adsorbate returns
to the electronic ground state with the excess energy being
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FIGURE 1 Schematic drawing of a DIET process. The potential curves

labeled GO—G2 correspond to the adsorbate ground state with different sub-
strate excitations, while the curve labeled A corresponds to an excitation
of the adsorbate. Thin dashed lines represent the adsorbate ground state to-
gether with substrate states that are not explicitly involved. The numbers 1-5
indicate the five steps of the desorption process

transferred to the substrate (step 4). Depending on how much
kinetic energy the adsorbate gains in this process, it may de-
sorb (step 5) or not.

In fact the adsorbate may become electronically excited
more than once. This would correspond to a DIMET process:
desorption induced by multiple electronic excitations. As far
as NO/NiO is concerned, however, the linear dependence of
the desorption yield on the laser fluence [20] leads to the ex-
clusion of multiple excitations.

One of the problems encountered when modeling such
processes is the huge number of electronic substrate states
involved, which have to be treated quantum mechanically.
It is clear that it is neither feasible nor necessary to explic-
itly include all these substrate states in our simulation. The
reaction dynamics is dominated by a few adsorbate states,
which have to be taken into account. But the main effect of
the substrate states of coupling different adsorbate states ei-
ther to each other or to an external electromagnetic field can
be treated collectively. To model this effect we combine ideas
from Tully’s fewest switches algorithm [11] and the general-
ized surface hopping method [12] with those of Brenig [13]
and Saalfrank [14], who introduced optical potentials into the
description of DIET processes. First we separate the nuclear
from the electronic degrees of freedom, that is, the Hamilton
operator H is splitinto the kinetic energy T of the nuclear co-
ordinates R and an electronic part H, depending explicitly on
the electronic coordinates r and parametrically on the position
of the nuclei R:

H(r,R) =Tr+ He(r, R) . ey

The electronic wave function @ is expanded into the explic-
itly treated excited adsorbate states ¢; and a collective state ¥
containing the molecular ground state together with the con-
tinuum of substrate excitations:

®(r, R0 =Y cipi(r, R)+y(r, R, 1) .
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The influence of the collective state i can be taken into ac-
count by an effective non-Hermitian Hamiltonian (see Chap-
ter 16 in [26]),

Hes(r, R) = Te + Vere(r, R) +iA(r, R) (2)

where T. is the kinetic energy operator for the electrons. The
effective potential Vg and the optical potential A are real
functions of r and R. In a Newns—Andersson [27] picture, A is
related to the lifetime broadening of a resonance state, which
can be determined via

A(E) = ) |VilPS(E—ex). 3)
k

With the effective Hamiltonian and a diabatic (i.e. Vgp; = 0)
representation of the wave functions ¢;, the electronic Schro-
dinger equation has the following form:

&jz_;l;zcivji‘F%ZCiAjis “)

where the matrix elements V;; and Aj; are defined as

Vi = (¢ | Te + Verr(r, B | ¢i)
Aji = (@j| A, B i) 5

respectively. For the diagonal elements of the density matrix
aj = cj*-c,-, this leads to

2
djj:zbji+ZERe[ajiAji] s (6)

with bj; = Z Im [a;; Vj;]. Note that for a normalized wave func-

tion @ the occupation probability a.. for the “rest” is simply
givenby acc =1—3_; aj;, leading to

2
dccz—Za'jJ-:—EZRe[aﬁAﬁ] , (7)
J ij

since ) . bj; = 0. The nuclear coordinates R are treated clas-
sically and obey the Newtonian equation of motion

iﬂmmwmﬂ
M <WOCC | wOCC ) ’

where ¥ is the currently occupied state. Both the classical
and quantum dynamics are determined self-consistently. This
means that the particular PES on which the atoms move in
aclassical fashion depends on the electronic expansion coeffi-
cients ¢;. These coefficients, on the other hand, are determined
by integrating the time-dependent Schrodinger equation with
a Hamiltonian that is time-dependent via the atomic coordi-
nates. The probability for the hops between the different po-
tentials (Woce | He | Woce) / (Woce | Woce) fOr the classical motion
are chosen according to the fewest-switches algorithm [11],
which has also been used in the generalized surface hopping
method [12]. In this algorithm, the probabilities of jumping
to a particular state are constructed in such a way that for
a swarm of trajectories the probability of finding a trajectory

R= (8)

in state j is the same as P;(t) = aj;. This is achieved in the
following way: (4) and (8) are integrated numerically over
a certain time step Ar. After each integration step, it is de-
cided whether to jump to a different PES or not. This is done
by comparing the probability of going from state j to state i,

AIZIm(a,-jV,-j)
Pji=——F

; ©)

hajj

and the probability of going from & to the collective state ¥,

—2At
Dje = —hajj lzajiﬂﬁ , (10)

with a uniformly distributed random number between 0 and 1.
In principle, the switches between the states can occur at any
point along the trajectories. Note that switches into the col-
lective state occur only if the sum ) _; a;; Aj; is negative. This
formalism can also be used to describe the excitation from the
collective state into a particular electronic state j. For such
a transition the sum has to be positive, that is, the sign of the
optical potential basically has to be reversed.

Our approach differs to a certain extent from the general-
ized surface hopping method [12]. First, we have introduced
an optical potential in order to describe transitions to the
collective state . Furthermore, in our scenario we assume
that all of the excess energy upon a transition to the con-
tinuum state is taken up by the substrate electrons, as is usually
done in the modeling of laser-induced desorption [8]. This
means that upon a switch to the continuum state, we just make
a Franck—Condon transition; that is, we transfer the molecule
to the ground state potential with its kinetic energy preserved
and perform ordinary Born—Oppenheimer molecular dynam-
ics until the final fate of the molecule has been determined.

If just one electronically excited state is considered, then
the equations become much simpler. According to (6) and (7),
the de-excitation rate is directly given by

26111A
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ajlg = —dee = élcT +Clé'>1k =
In fact, for such a situation no electronic Schrodinger equation
has to be integrated.

Our method could in principle also be extended to include
the excitation process. Furthermore, taking the explicit time
dependence into account is also straightforward. This could
be used, for example, to model the pulse shape of the excit-
ing laser or the thermalization of hot electrons in the case of an
indirect process.

2.2 Procedure

We start our trajectories in the excited state, where
they move classically for a certain time. After a Franck—
Condon transition the movement of the molecule is continued
on the ground state potential for a maximal propagation time
or until it reaches a certain distance Zcyofr from the surface
and is considered desorbed.

The trajectories are started around the position of the
ground state minimum, assuming a Gaussian distribution in
position and momentum according to the curvature of the
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ground state potential energy surface. This corresponds to
a harmonic approximation for the potential at the minimum
position. In principle, the distributions should be given by the
true ground state wave function, but since the masses of the
nuclei are rather large and the anharmonicity of the potential
is small, this is a good approximation.

After each integration step in the excited state, we decide
whether to continue in the excited or the ground state by com-
paring the decay probability p = 2A(R)dt/h with a random
number between 0 and 1.

For a constant A, this procedure is equivalent to the
Gadzuk scheme [28] as used in [15]. In this scheme the
lifetime of the molecules in the excited state, the so-called
residence time, is kept fixed in a simulation run. The over-
all result is obtained by averaging over several simulation
runs with different residence times ¢ with a weight func-
tion w, (f) = 7! exp(—1/1), where the average residence time
or resonance lifetime t is an adjustable parameter. It can
be directly connected to the strength of the optical potential
via

12)

2.3 Potentials

The potential energy surfaces we used in our simu-
lation are based on two two-dimensional potentials V,; from
Kliiner et al. [29], one representing the electronic ground state
and the other a charge transfer state in which an electron
from the substrate is transferred to an adsorbate state. These
potentials were obtained by fitting analytical expressions to
energies from ab initio calculations. The two degrees of free-
dom used are the molecule—surface distance Z and the polar
angle 6.

In order to come to a complete description of the NO
molecule, we extended the ab initio two-dimensional poten-
tials to six dimensions. In the absence of any ab initio results,
we were required to use a model potential for the additional
degrees of freedom. Thus the particular choice of the parame-
ters has to be considered an educated guess. We would like to
point out, however, that the qualitative results we obtained did
not depend very sensitively on the particular choice of param-
eters. The potential energy surface is

VgD(Xa Y5 Za r, 95 (p) =V;l(za 9)+VCOI‘(X7 Y5 Z)

+ Vi (X,Y, Z,0,0)+ Vo . (13)
The upper index s is either g or e, denoting the ground or the
excited state. For potentials for which this index is absent, we
do not distinguish between the two states. The X and Y coordi-
nates give the lateral position on the surface, ¢ is the azimuthal
angle, and r is the N-O distance in the NO molecule. The cor-
rugation potential V, is given by

Vear (X, Y, Z) =

Ce
— e Heor(Z=20) (2 —cos Gx X —cos GyY) ,

2 (14)

and the azimuthal dependence is

VaZ(Xv Ys 27 97 90) =

Caz re(z-20)

> 15)

cos2¢sinf (cos Gx X —cos GyY) .
This corresponds to a molecule with two equal atoms, but
as a first approximation, it suffices. The strength of the cor-
rugation was set to Ccor = 1.0eV and that of the azimuthal
dependence to C,; = 0.25¢eV, with decay lengths of Aqor =
Aaz = % A~!. The lattice constants G x and Gy were set to the
Ni—Ni distance of the NiO(100) surface, Gx = Gy =2.942 A,
as used in [29]. The NO potential is given by a Morse potential
with different parameters for the ground and the excited state:
Vio(r) = Clo (1= =)” (16)
The parameters used for the N-O potential were C§, =
6.5V, ag = 1.68 A~!, and ry = 2.175 a9 = 1.151 A in the
ground state, and C%o =4.5¢eV, oy = 1.50A~!, and r, =
2.225 ag = 1.177A in the excited state, in accordance
with [30].

In order to model recoil effects of the substrate, we in-
cluded a surface oscillator with coordinate s by directly coup-
ling a harmonic potential to the desorption coordinate, which
in our case is the distance from the surface Z:
WNtose (85 Z, R) = VR(Z — 5, R) + Viose () 17)
where R denotes all other coordinates. The mass of the oscil-
lator was taken to be equal to the mass of a Ni atom (58 amu),
since NO is adsorbed on top of a Ni atom. The oscillator
frequency was chosen to correspond to the average value of
a Debye spectrum, as is usually done in simulations using
the surface oscillator model [31]. The Debye temperature of
NiO was estimated to be between 500 and 600 K [32]. Ac-
cordingly, we set the oscillator frequency to zw =27 meV. In
any case, the effect of the surface oscillator on the desorption
dynamics is not very sensitive to the particular choice of the
frequency. In the following section, we report results of 2D
and 6D simulations without and with the surface oscillator,
denoted by 2D, 3D, 6D, and 7D calculations, respectively.

3 Results and discussion

In order to validate the classical treatment of the
nuclear coordinates we first tried to reproduce the wave-
packet results of Kliiner et al. [15] by performing equiva-
lent two-dimensional molecular dynamics simulations using
the same ab initio potential energy surface and the Gadzuk
scheme with a resonance lifetime of 24.19 fs (= 1000 a.u.). In
agreement with the wave-packet calculations, we only found
appreciable desorption probabilities for molecules that stayed
on the excited state potential for more than 50 fs. However,
the wave-packet calculations gave a total desorption yield of
3.3%, whereas the classical simulations lead to 4.8%. This
was puzzling as we expected the wave-packet results to give
a higher yield due to desorption from classically forbidden
tails of the wave function. Closer examination of the desorp-
tion probability as a function of time helped to resolve this
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FIGURE 2 Desorption rate as a function of time (excitation at time ¢ = 0)
in the 2D (solid line) and 7D simulations (dash-dotted line). The 2D results
were obtained with a cutoff distance of Zcyofr = 12.5 a.u., while in the 7D
calculations Zcyorr = 16.0 a.u. was chosen

discrepancy. As can be seen in Fig. 2, there are two kinds of
desorbing trajectories, early (within the first 1.2 ps) and late
ones. The wave-packet results were obtained by propagating
in the ground state until the desorption yield saturated after
1.2 ps. Note that for the 2D results there is a gap in the desorp-
tion probability at that time. When we consider only the early
desorbing trajectories, the desorption probability goes down
to 2.91%, in much better agreement with the wave-packet
results. For better comparison with the wave-packet simula-
tions a cutoff distance of 12.5ay was chosen. When going to
larger cutoff distances, the early desorption probability nat-
urally goes down (2.49% for 16.0ay and 1.56% for 20.0ag)
and the gap in the desorption flux also vanishes. The total de-
sorption probability does not depend on the cutoff distances.
When not comparing with the wave-packet results we will use
a cutoff distance of 16.0ay, since at 12.5a, the binding energy
is still 10 meV. Note that for our method the computational
cost in increasing the cutoff distance is small compared with
that in the wave packet case.

The phenomenon of the early and late desorbing molecules
can be understood by closer examination of single trajecto-
ries and by taking the position of the potential energy surface
minima into account. In the ground state minimum the NO
molecule is tilted from the surface normal by 45°. In the ex-
cited state, the minimum is an upright position closer to the
surface. Thus upon excitation the molecule is accelerated
towards the surface and into an upright position. For the life-
times we used, most molecules relax to the ground state before
they reach the excited state minimum. On the ground state the
molecules hit the repulsive potential wall and either scatter
directly into the vacuum, giving the early desorbing species,
or start to rotate in front of the surface and are trapped or de-
sorb after one or more rotations, leading to the late species.
The molecules scattered directly into the vacuum have high
translational and rotational momentum. The difference in the
rotational momentum distribution between the late and early
trajectories can be seen in Fig. 3, in which we plot the distri-
butions for all and the late trajectories only. The late molecules
show a broad peak between J = 3 and 11 and fall off for higher

0.003 ‘
3D —
2D total ===
0.0025 2D late - j
T
S 0.002 ]
Q0
[<]
2 0.0015 ]
S
s
S 0.001 ]
[0
O s
0.0005 i |

0 5 10 15 20 25 30 35
Rotational quantum number

FIGURE 3 Comparison of the rotational momentum distributions with (3D
and 7D simulations) and without (2D simulations) the surface oscillator

momenta. The early species shows a large peak at J = 25 and
a smaller one at J = 12 (see Fig. 4). Note that for a freely ro-
tating NO molecule, the rotational period T is connected to
the rotational quantum number J and the moment of inertia /
via T = (2xl/h)/J, where 2rt1/h is equal to 9.79 ps for NO.
Thermalization would eventually lead to the suppression of
the late desorption, but on a much larger time scale of sev-
eral picoseconds (the total time scale of our simulation is only
12 ps).

There is good qualitative agreement between the velocity
distributions of the early desorbing classical trajectories and
the wave-packet results from [15]. However, when also con-
sidering the late trajectories, the shape of the momentum
distribution changes considerably and the agreement only re-
mains for the highest rotational states. We also compared the
Gadzuk scheme for relaxation into the ground state with decay
using either a constant or an exponentially decreasing optical
potential. The mean lifetime t and the strength of the optical
potential Ay are related via

_h
T2

and the spatial dependence of optical potential is given by

Vopt = Vopt(Z) = Ag e_y(Z_ZO) , (19)

Ag (18)

where Zj is the ground state equilibrium distance of the NO
molecule from the surface. A zero inverse decay length y
corresponds to a constant V. The use of an exponentially
decaying optical potential is motivated by the fact that the
coupling between the ground and the charge transfer state is
given by the overlap of the molecular state with the bulk elec-
trons. As expected we found no significant difference between
the constant optical potential and the Gadzuk scheme, neither
for the desorption probability nor for the momentum distribu-
tions. More surprising was that switching on the exponential
decrease of the optical potential had basically no effect on the
velocity distributions and only changed the total desorption
probability.

In our high-dimensional treatment, we also analyzed the
vibrational population of desorbing molecules. When extend-
ing the two-dimensional ab initio potential energy surface to
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FIGURE 5 The vibrational excitation for different models. The experimen-
tal values were taken from [18]

six dimensions, we first used the gas phase value of ryo =
2.377ay = 1.258 A for the NO™~ ion equilibrium distance. As
is well known [1, 30], this leads to unrealistically high vibra-
tional excitations, because of the large displacement in the
vibrational coordinate in the NO~ state. This behavior is re-
produced in our calculations (see Fig. 5, thin solid line). The
relative vibrational populations P,/ Py of the vibrationally ex-
cited states characterized by the vibrational quantum number
v are much larger than the ones derived from the experiment.

However, the strong electrostatic field above the ionized
NiO(100) surface reduces the N—O bond elongation of the
NO™ anion according to quantum chemical calculations [30].
The anion bond is only extended by 0.054¢ = 0.026 A com-
pared with the neutral NO molecule above the NiO(100) sur-
face instead of 0.2a as in the gas phase. Consequently, we
used a N-O bond distance of ry = 2.225ay = 1.177 A for the
NO™ anion in the excited state. In accordance with [30] we
get good agreement with the experimental values of the vibra-
tional population of desorbing NO molecules.

Furthermore, we observed that the total desorption prob-
ability did not change within the level of the accuracy of our
simulations when we varied the NO~ equilibrium distance.
This indicates that energy transfer from the vibrational co-
ordinate into other degrees of freedom is very small, since
when using the gas phase value for the N-O distance, half of
the trajectories have enough energy to overcome the desorp-
tion barrier, but only 4.97% actually desorb within reasonable
time. Not only does the desorption probability hardly change
with ryo-, but the momentum and rotational momentum dis-
tributions also do not vary.

Since the mass of the substrate atoms and the NO molecule
is comparable, recoil processes during the desorption process

00. :
Velocity(m/s)

1500.0 FIGURE 4 Velocity distributions for early

(left) and all (right) desorbing molecules in the
two-dimensional MQC simulation

1000.0

are probable. In order to include energy transfer to the sub-
strate in the simulations, we have coupled the 2D and 6D
potentials to a surface oscillator with realistic parameters, as
described in the previous section. The computational costs of
this extension are rather small.

In Table 1 we collect the main results with respect to the
desorption probability and the rotational temperature of de-
sorbing molecules according to the 2D, 3D, 6D, and 7D calcu-
lations. Going from 2D to 6D, that is, including the remaining
molecular degrees of freedom in the simulations, has little in-
fluence on the desorption dynamics. The same is also true for
the transition from 3D to 7D.

However, taking recoil processes of the substrate into ac-
count by including a surface oscillator changes the outcome
of the trajectory calculations significantly. While the total de-
sorption probability is only reduced by about 1%, the effect on
the early desorption channel is very dramatic: it is reduced by
afactor of eight. This can also be seen in the desorption rate in
Fig. 2, in which the initial “early” peak is basically absent in
the 7D results. This also affects the rotational momentum dis-
tribution. While in the 2D calculations we obtained a double
peaked structure with a large probability for high rotational
quantum numbers j, the inclusion of the surface oscillator
causes the suppression of the peak at high j. The distribu-
tion is similar to that of the late molecules in the rigid surface
case. This results in a greatly reduced mean rotational energy
in desorption, 366 and 395 K for the 3D and 7D calculations,
respectively, instead of 770 and 883 K for the 2D and 6D cal-
culations, respectively. These reduced rotational temperatures
are in fact in much better agreement with experiment [17]. As
far as the vibrational population in desorption is concerned,
Fig. 5 demonstrates that it is hardly influenced by going from
six to seven dimensions. This indicates that the vibrational dy-
namics is efficiently decoupled from the remaining degrees of
freedoms due to the fact that it corresponds to the shortest time
scale in the molecular dynamics.

As far as the comparison between experiment and theory
with respect to the velocity distribution is concerned, how-

2D 3D 6D 7D
zco (ao) 12.5 16.0 16.0 16.0
Pyes (%) 4.84 3.63 4.74 4.02
Pearly (%) 2.93 0.32 2.53 0.32
E;o (K) 770 366 883 395
TABLE 1 Desorption probabilities and mean rotational energies accord-

ing to the 2D, 3D, 6D, and 7D calculations Early means desorption within
the first 1.2 picoseconds
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ever, the agreement is greatly reduced if the late desorption
channel and the surface oscillator are taken into account. In
Fig. 6, we plot the velocity distribution according to the 7D
calculations. The velocity distribution for the 3D simulation
is rather similar, whereas the 6D results compare well to the
2D distribution, as shown in Fig. 4. There is no indication of
the bimodal velocity distribution that was found in the experi-
ment [17] and which was also reproduced in the wave-packet
calculations [15]. Note that apart from an overall scaling due
to the reduced desorption probability, the shapes of the vel-
ocity distributions summed over all rotational momenta are
almost identical for all dimensionalities used.

Our high-dimensional simulations demonstrate the im-
portance of multi-dimensionality in the reaction dynamics.
Unfortunately, the agreement between theory and experiment
becomes worse, in particular due to the inclusion of surface re-
coil effects. These findings do not necessarily imply that the
conclusions of [15] with respect to the origins of the bimodal-
ity in the velocity distribution are no longer valid. In [15] it
was proposed that the bimodality is a consequence of a bifur-
cation of the wave-packet due to the topology of the excited
state potential energy surface.

On the basis of our calculations we cannot offer a novel
explanation for the bimodality. We deliberately did not try to
play around too much with the parameters of the potential
in order to keep the ab initio character of the PES in the Z
and 6 coordinate. It might well be that the explanation given
in [15] is still correct. However, in the simulations, only one
excited charge transfer state potential out of a great number
of charge transfer states [29] was chosen. It is possible that
more than one excited state may be involved in the desorption
process. Furthermore, the extension of the two-dimensional
ab initio potential to seven dimensions using a physically rea-
sonable model potential may not be realistic enough. This will
be checked by mapping out high dimensional potential energy
surfaces through quantum chemical calculations. Finally, the
consideration of a more complex spatially varying transition
probability could lead to better agreement between theory and
experiment. If the de-excitation mainly occurs at specific con-
figurations of the adsorbate, this can have a strong effect on
the desorption dynamics. From a computational point of view,
the simulation of such processes within our mixed quantum-
classical scheme is indeed feasible and will be addressed in
the future.

As mentioned above, our mixed quantum—classical scheme
can also be used to describe excitation processes. We have

Intensity
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FIGURE 6 Velocity distribution for the 7D MQC simulation

performed initial preliminary calculations simulating time-
correlated two-pulse laser-desorption experiments of NO
from NiO(100) [19]. In these experiments, correlation times
of 5-8 ps were found, depending on the vibrational state. Sur-
prisingly, for the vibrational ground state a decrease in the
desorption signal was found in the correlation experiments,
while the higher vibrational states showed an increase. We
modeled these experiments by describing the excitation due
to the second laser pulse with a positive time-dependent op-
tical potential. Our first calculations showed that our mixed
quantum classical scheme allows sufficiently long propa-
gation times to address the large time delays used in the
experiment. However, more refined calculations have to be
performed before the obtained correlations can be analyzed in
detail.

4 Conclusion

In this paper we have presented a mixed—quantum
classical scheme for the description of laser-induced desorp-
tion processes in which the nuclear motion is treated classi-
cally while the electron dynamics is treated quantum mechan-
ically. The main motivation for such a scheme is its compu-
tational efficiency, which allows a realistic high-dimensional
treatment of the desorption dynamics. We first showed that
our method is able to reproduce the results of lower dimen-
sional jumping wave-packet calculations for the desorption
on NO from NiO(100). This confirms that quantum effects
are indeed negligible in the nuclear dynamics of molecules
such as NO.

Furthermore, we have demonstrated that our method
is suited to a high-dimensional treatment on a long time
scale. We have simulated the laser-induced desorption using
a seven-dimensional potential energy surface that includes
all NO degrees of freedom and one surface oscillator coor-
dinate. We found that the laser-induced desorption dynamics
of NO/NiO(100) is rather complex, requiring long simulation
times. The inclusion of the surface oscillator had a dramatic
effect on the desorption dynamics, in particular on the rota-
tional state distribution. In our high-dimensional treatment we
were not able to reproduce the bimodality found in the experi-
ment. We speculated that this result may be due to the fact that
we only included one excited-state potential in the simulations
or that the extension of the potential energy surface to seven
dimensions using a model potential was not realistic enough.
Alternatively, a realistic, spatially varying transition probabil-
ity could improve the agreement with the experiment. Future
research along this line is in progress.
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