Sodium-ion batteries (SIBs) show promise for the next generation of energy storage technology but face significant challenges in regards to stability due in part to uncontrolled degradation of the solid electrolyte interphase (SEI). Kinetic Monte Carlo (kMC) modeling is uniquely suited to provide molecular-scale insight on the phenomena that influence SEI growth and behavior in SIBs over full charge. In this work, spatially- and time-dependent electrical potential is incorporated into kMC modeling for the first time, which enables the precise study of electrochemical reactivity and SEI growth during charging. A reaction network for a carbonate/NaPF$_6$ electrolyte developed using density functional theory is used to power the kMC simulations. The decomposition of NaPF$_6$ and formation of NaF is unfavorable at standard conditions, suggesting that water or other contaminants are required to facilitate the reaction. The SEI is shown to be primarily made of Na$_2$CO$_3$. SEIs with low electric conductivities exhibit the most ideal behavior and high C-rates generate thinner SEIs with greater fractions of organic species. Dissolution of SEI species is shown to occur rapidly, even during formation. The results of the model correspond well to the SEI behavior known in the literature, and reveal the fundamental mechanisms that influence cell behavior.

1. Introduction

The availability of large-scale, efficient, and dynamic energy storage technologies is one of the primary roadblocks in the transition away from fossil-fuel based energy sources. Lithium-ion batteries (LIBs) are one of the most popular energy storage technologies today due to their high energy density and stability. However, due to their chemical components, LIBs have several significant deficiencies that inhibit their widespread use in grid-scale energy storage and electric vehicles.[1–3] They contain several elements, such as lithium, cobalt, and copper, that are relatively rare and unevenly distributed throughout the globe. This leads to geopolitical challenges and high production costs.[4] Several of their components are also toxic and environmentally damaging.

Sodium-ion batteries (SIBs) have emerged as promising candidates for the next generation of energy storage systems, offering the potential to address many of the limitations associated with their lithium-ion counterparts. The gravimetric energy density of SIBs is notably lower than that of LIBs. However, this discrepancy holds relatively minor importance in the context of stationary energy storage, where weight considerations are significantly diminished.[5] The attractiveness of SIBs is primarily rooted in the abundance of sodium throughout the globe, which reduces concerns regarding resource availability, geopolitical dependencies, and environmental sustainability. This abundance also allows for substantially lower production costs, which would enable widespread implementation of grid-scale energy storage. There has been significant progress in SIB research in recent years, and they have recently been produced commercially for the first time.[6–9] However, the continued growth of sodium-ion technology on a commercial scale is contingent upon overcoming a number of critical challenges.

One of the most crucial aspects of SIBs is the formation and management of the solid electrolyte interphase (SEI), a film consisting of decomposed electrolyte species that forms on the surface of the negative electrode. The SEI serves to protect the electrode surface by inhibiting continued reductive decomposition of the electrolyte while facilitating Na$^+$ transport, and plays an integral role in the overall performance, safety, and cycle life of the battery.[10] The SEIs in SIBs are more complex and less stable than their LIB counterparts; this instability leads to uncontrolled consumption of the electrolyte and eventual cycling failure of the battery.[11–13] Considerable recent research efforts have been di-
rected toward understanding the properties and failure modes of the SEI in SIBs.[14,15]

Prior knowledge from LIBs can be used as a baseline and point of comparison for the study of the SEI in SIBs. The SEIs in SIBs exhibit significantly different properties and behaviors compared to their LIB counterparts. NaPF$_6$ has been shown to be more stable than LiPF$_6$,[16] which leads to a significantly reduced amount of fluoride species and increased amount of carbonates in the SEI. The SEI is known to be composed primarily of Na$_2$CO$_3$, NaF, and organic carbonates, but the ratios and specific details of the organic species are uncertain.[14,17–19] Overall, the growth processes, chemistry, and structure of the SEI, especially at the nanometric scale, are not well-understood.

The dissolution of SEI components has been proposed as a major mechanism of SEI failure.[20] This is due to the relatively high solubility of Na-based SEI species compared to their lithium analogs.[15] Research has been dedicated to engineering SEIs with less soluble components, and searching for solvent species that have a lower solubility of the SEI components.[21] Experimental studies have noted enhanced performance in cells utilizing electrolyte mixtures containing ethylene carbonate (EC) and propylene carbonate (PC) when compared to cells with pure PC. This improved performance is likely due to increased SEI stability, but the exact mechanistic reason is unclear.[22,23] The underlying mechanism may be chemical in nature, where PC contributes to the formation of SEIs with different chemical compositions, or physico-chemical, where PC alters ion transport mechanisms/kinetics or the solubility of SEI components.[24–26] Understanding the underlying mechanisms of the improved performance of EC/PC solvents is vital to guide the development of effective SIB electrolytes.

The C-rate of the cell during first formation is widely known to have a significant impact on SEI properties and cell performance. Slower C-rates have historically been used with LIBs during first formation, and have been shown to improve SEI stability, capacity retention, and cell cycle life.[27,28] More recently, studies have shown that medium and high C-rates can reduce consumption of active material and irreversible capacity loss in the first cycle[29] and generate thinner and more uniform SEIs in SIBs.[30] These studies indicate that the C-rate has a complex effect on SEI formation, and there is a trade-off between consumption of active material during the first cycle and long-term capacity retention, but the molecular processes that drive these behaviors are not well understood.

The determination of the underlying mechanism of SEI formation, and understanding SEI behavior in general, is challenging because it is driven by molecular-scale properties and processes that unfold over the scales of seconds and hours.[31] Classical molecular dynamics simulations are able to capture detailed atomistic phenomena at the interface, but are limited to relatively short timescales and thus cannot capture the behavior and degradation of the SEI during charging.[32] On the other side, continuum models are able to simulate electrode and interfacial behavior at long timescales,[33,34] but are not able to resolve the detailed nanoscale phenomena that drive SEI properties. Kinetic Monte Carlo (kMC) modeling is ideal for the study of SEI growth and behavior because it is able to provide molecular-scale insights over practical time and length scales.[35–37] Coupling such a kMC model with a continuum cell model containing a charge balance, allows to model SEI formation over a complete charge cycle, including spatial and temporal changes in potential, SEI composition, SEI thickness, and impact of C-rate or particle size.[38,39]

In this work, we introduce the first kMC model featuring dynamic and spatially-dependent electric potentials, enabling a more physically-motivated representation of charging behavior. This model facilitates a comprehensive understanding of the fundamental molecular mechanisms that drive SEI growth and behavior throughout full charge cycles. The incorporation of dynamic and spatial elements in the potential enhances the model’s capability to capture intricate electrochemical details and offers valuable insights into the nuanced behavior of the SEI under various charging conditions. The specific decomposition pathways and mechanisms considered in this study were derived for density functional theory (DFT) calculations that are well suited to elucidate atomistic processes in batteries.[40] Herein, we study SEI growth in SIBs with kMC modeling for the first time, with a specific focus on elucidating the influences of electrolyte chemistry, electrochemical conditions, and diffusive and dissolution properties on the growth of the SEI on the hard carbon anode of an EC/PC/NaPF$_6$ SIB system without impurities or additives. This serves as a solid basic system that can be extended with impurities, additives and special surface properties of hard carbon.

2. Results and Discussion

KMC calculations were performed for 11 different system conditions in order to study the influence of chemistry, electrochemical properties, and dissolution or diffusion on SEI growth and characteristics. Specifically, solvent composition, i.e., the ratio of EC to PC, electrical conductivity, molecular diffusivity, and C-rates, were varied. The specific conditions of each system are listed in Table 1. For clarity, NaF, Na$_2$CO$_3$, and PF$_x$ are defined as inorganic species, and all other SEI components are defined as organic species. In the following, we will first characterize the properties of our baseline system which consists of a 1:1 EC:PC (wt) electrolyte with 1 M NaPF$_6$ over a hard carbon electrode. The effects of electrolyte composition will then be studied by considering 1:9 and 9:1 EC:PC mass ratios. Furthermore, the influence of the electrochemical conditions on SEI formation will be addressed by modifying the electronic conductivities and the charging rates. Finally, the effects of diffusion and dissolution will be assessed.

2.1. SEI Growth and Insight—First Insights

System A is used as the baseline configuration for comparison with other systems; it contains a 1:1 EC:PC electrolyte with 1 M NaPF$_6$ in contact with a hard carbon electrode, which is charged at 0.25 C. The time evolution of the SEI during charging is shown in Figure 1. Significant dissolution of the SEI, marked by the visibly lower density of SEI species, is observable at the top of the SEI, which corresponds well to experimentally observed behavior.[11] The different species are homogeneously distributed throughout the SEI and there is no visible or quantifiable evidence of layering or clustering. Clustering and layering have been previously observed in our kMC simulations for SEI growth on Li metal.[36,41]
Table 1. Overview of studied system conditions for kMC simulations of SEI growth during the first charge of a Na / Hard carbon intercalation anode; varied parameters include the solvent composition, SEI electronic conductivity $\kappa_S$, C-rate, diffusion rate, and initial state.

<table>
<thead>
<tr>
<th>System</th>
<th>EC:PC [wt]</th>
<th>$\kappa_S$ [S m$^{-1}$]</th>
<th>C-rate</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.25</td>
<td>Baseline</td>
</tr>
<tr>
<td>B</td>
<td>1:9</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>9:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>1:1</td>
<td>$5 \cdot 10^{-11}$</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>1:1</td>
<td>$2.00 \cdot 10^{-10}$</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>1:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>1:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>1:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.25</td>
<td>2x global diffusion rate prefactor</td>
</tr>
<tr>
<td>I</td>
<td>1:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.25</td>
<td>5x global diffusion rate prefactor</td>
</tr>
<tr>
<td>J</td>
<td>1:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.25</td>
<td>2x global diffusion rate prefactor, increased organic and decreased inorganic diffusion$^a$</td>
</tr>
<tr>
<td>K</td>
<td>1:1</td>
<td>$1.05 \cdot 10^{-10}$</td>
<td>0.25</td>
<td>2 nm native Na$_2$CO$_3$ SEI</td>
</tr>
</tbody>
</table>

$^a$ Modified binding energies were used to manipulate inorganic and organic diffusion in system J, specific values are listed in the methodology section.

Figure 1. Evolution of the SEI and corresponding potential curves throughout first charge at 0.25 C of a hard carbon electrode in 1:1 EC:PC 1 M NaPF$_6$ electrolyte (system A), simulation, with potential decreasing from left to right at i) SOC = 0.07%, ii) SOC = 6%, iii) SOC = 30%, and iv) SOC = 100%. The green and orange "Dimers" correspond to NaCO$_3$CH$_2$CH$_2$CO$_3$Na and NaCO$_3$CH$_2$C(CH$_3$)HCO$_3$Na, the blue "EG" species correspond to ethylene glycol (NaOCH$_2$CH$_2$ONa), and the hard carbon electrode is depicted as a grey surface.
Figure 2. Impact of solvent composition, i.e., EC:PC = 1:1 A), 1:9 B) or 9:1 C) on SEI evolution and properties during a full charge. i) SEI thickness, ii) The molar fraction of the SEI that is inorganic, iii) Molar ratio of EC to PC consumed, iv) Electric potential of the first SEI layer at the electrode surface, v) Molar Fraction of Na\(^+\) consumed for SEI formation versus intercalation, vi) Amount of intercalation and SEI formation reactions, vii) Spatial potential at different SOC, viii) Fraction of sites occupied by solids at a given height at SOC = 1.

the absence of these structures here is likely due to the assumed high diffusivity of the Na-based species. More details on this diffusivity are provided in the methodology.

Calculations revealed that the standard NaPF\(_6\) decomposition path\(^{[42]}\) has a high reduction potential and unfavorable reactivity at system conditions. No NaPF\(_6\) decomposition (Equation 10) occurred during any of the kMC simulations in this work. This indicates that the NaPF\(_6\) decomposition and NaF formation observed experimentally are induced by another source, such as water contamination.\(^{[43]}\)

A quantitative description of the SOC- and height-dependant reactivity is shown in Figure S6 (Supporting Information). The SEI produced consists primarily of inorganic Na\(_2\)CO\(_3\), and contains only \(~5–10\%\) organic species. Even though SIB SEIs are reported to have higher inorganic concentrations than those in LIBs,\(^{[12]}\) this is still a lower ratio than expected based on experiments. Solvent dimerization and polymerization induced by reactions of LiPF\(_6\) and H\(_2\)O have been reported experimentally in literature for similar Li-based systems.\(^{[44,45]}\) It has also been reported that electrolytes with NaPF\(_6\) generate SEIs with higher concentrations of organic species.\(^{[14]}\) This indicates that NaPF\(_6\) decomposition processes may involve the EC and PC species as well, which would explain the relatively low amount of organic species produced in the simulations. Overall, this discrepancy suggests that the presence of water contamination has a dramatic effect on SEI composition, which corresponds to degradation behavior reported in the literature\(^{[46]}\) and may explain the relative inconsistency of SIB SEI compositions reported in the literature.

In this work, the “local” electrical potential corresponds to the potential of a given layer in the kMC cell relative to the Na/Na\(^+\), further detail can be found in the methodology section. The red lines in Figure 1 correspond to the local electrical potential of the electrolyte (SEI and liquid), of a given z-layer at the time when the snapshots were taken. In the initial stages, the potential curve is disordered (Figure 1i), due to high reactivity and interface instability. The curve becomes more smooth after the initial SEI layers form and the system becomes less reactive. Also, the slope of the curve becomes less steep over time as the SEI becomes thicker. This behavior corresponds to the electric conductivity of the SEI, and will be discussed in more detail later. A significant discontinuity is observed at the SEI/electrolyte interface due to the resistance of conducting electrons across the SEI/electrolyte interface. This discontinuity corresponds to the electrical double layer.

2.2. Effects of Electrolyte Composition

Three different systems with varied electrolyte composition, 1:1, 9:1, and 1:9 EC:PC mass ratios, were studied in order to determine the influence of PC on the SEI. The three systems exhibited unexpectedly similar behavior, as shown in Figure 2. In each system the SEI grows at a similar rate to a maximum thickness of \(~26\) nm at SOC = 100\%, visible in Figure 2i, which is well within the range of values reported in the literature.\(^{[18,47]}\)

The SEI in all three systems is composed of 90–97\% (by mole) inorganic Na\(_2\)CO\(_3\) (Figure 2ii), and the remaining organic phase
is composed of EG and dimers. The 1:1 and 1:9 EC:PC systems exhibit very similar behavior, indicating that, until a certain threshold, PC concentration does not have a substantial effect on the chemistry of the SEI. The 9:1 EC:PC system (C) has the highest ratio of inorganic to organic species in the SEI; this is primarily due to the lower favorability of the dimerization of EC intermediates. Carbonate formation dominates the reactions in all three systems, but the source of the carbonate species is significantly different for the different mixtures. The ratio of EC:PC consumed by carbonate formation is ≈0.6, 0.1, and 5 for EC:PC ratios of 1:1, 1:9, and 9:1, respectively (Figure 2iii), indicating a relatively similar reactivity for each species. This may contribute to the different organic:inorganic ratios observed experimentally, as the PC intermediates are more likely to polymerize compared to their corresponding EC intermediates.

The inflection point in the potential (Figure 2iv) and in the degradation and intercalation reactions (Figure 2vi) occurs early (at ≈0.04 SOC) in all systems, and is triggered when the potential of the first layer on top of the carbon surface reaches ≈0.27 V (Figure S5, Supporting Information), which appears to mark the potential where Na intercalation becomes energetically feasible and begins to compete with SEI-formation. The potential of the surface layer drops and reaches an equilibrium near 0.1 SOC, at which point intercalation becomes the dominant process of Na+ consumption (Figure 2iv,vii). One would expect the “equilibrium” potential of the surface to move to 0 V as intercalation reactions began to dominate, rather than the ≈0.10–15 V (relative to Na/Na+) observed in all three systems. This is because the potential corresponds to the first SEI layer, not the electrode itself. The difference from the expected potential here is likely related to energy required for ion migration across the SEI/anode interface and into the electrode bulk. Future studies will focus on obtaining more detailed information and kinetic parameters for these processes.

The spatial potential, Figure 2vii, displays similar behavior over time for each system, i.e., it is not notably dependent on the EC:PC ratio. The increase and subsequent decrease at the SEI/electrolyte interface, most clearly visible in the SOC = 0.07 curves, corresponds well to the trends expected in the electrical double layer. The potential of the electrode / SEI interface stays relatively constant after it reaches a steady-state value, but the potential at the SEI/electrolyte interface continues to increase, which indicates that the system is not yet stable at the end of the first charge, and that SEI growth will continue; this corresponds well with the observed trends in reactivity (Figure 2vi).

The SEI in each system grew thicker not only due to continued reactivity, but also due to diffusive and dissolution effects. Figure 2viii shows the fraction of sites occupied by SEI species on a given layer near the beginning and at the end of charging. The high concentration of species initially near the surface diffuses and dissolves away over time, creating a thicker and more porous SEI layer. This reveals that the SEI actively dissolves and degrades even during initial formation. Dissolution and diffusion are discussed in more detail in a later section.

The similar behavior we observe between the systems with varied solvent composition indicates that PC concentration has a relatively small effect on SEI growth and composition. Instead, the worsened behavior reported experimentally is likely due to modification of the Na+ solvation structure, resulting in changes to ionic transport behavior and (de)solvation at the electrode interface.

2.3. Effects of Electrochemical Properties and Operating Conditions

Systems with modified SEI electronic conductivities (D,E), and C-rates (F,G), were modeled in order to study the influence of electrochemical conditions on SEI formation. The changes in electrochemical conditions induced much more significant effects on the systems than the changes in electrolyte composition, as shown in Figure 3.

Interestingly, the system charged at high C-rate (C = 1, G) exhibited the thinnest and most dense SEI, 15 nm at SOC = 1, and lowest electrolyte consumption (Figure 3i,iii,vii). This is likely because the high C-rate induced more dramatic fluctuations in potential at low SOC, followed by a constantly lower potential at higher SOCs (Figure 3iv; S3, Supporting Information), which increases the relative favorability of Na+ intercalation. This behavior is in agreement with recent experimental work, which observed the formation of denser and thinner SEIs and higher cell capacities in SIBs when higher c-rates were applied during formation. However, the dramatic change in potential at low SOCs also increased the relative favorability of glycol-forming reactions, leading to a SEI that is made of substantially more organic species than the other systems (Figure 3ii). These organic species are less stable and more soluble, and thus the generated SEI is likely to be less stable over time. Further evidence of the instability can be seen in Figure S7 (Supporting Information), where the reaction rate at SOC = 1 is substantially higher than with other systems. Additionally, the high C-rate means that the SEI species have had less time to diffuse and dissolve; when normalized to time instead of SOC, the SEI is the second thickest out of the systems tested (Figure S4i, Supporting Information).

These are likely to be some of the underlying mechanisms behind the lower capacity retention during aging that has been observed experimentally with high C-rates. This leads us to describe SEIs that are thinner and have greater inorganic compositions as higher quality.

The system charged at low C-rate (C/10, F) displayed the opposite behavior; it had the thickest SEI, 37 nm at SOC = 1, and high electrolyte consumption (Figure 3iii). It also had the least dramatic potential fluctuation and highest equilibrium potential, which favors carbonate-forming reactions, and generated an SEI with the highest inorganic concentration of the systems tested (Figures 3ii,iv; Figure S3, Supporting Information). The inorganic species are less likely to diffuse and dissolve; when normalized for time instead of SOC, the SEI for C/10 is the second thinnest out of the systems tested (Figure S4i, Supporting Information). This corresponds to a more robust SEI, and is likely responsible for the higher capacity retention associated with low C-rates. However, the slow formation time also leads to an excessive consumption of active material during the first cycle (Figure 3v). This excess consumption corresponds to the lower initial capacity observed experimentally for low C-rates.

The electric conductivities of the SEI were modified in order to study the benefits of a more or less “ideal” SEI. The system with the electronic conductivity of the SEI doubled (E) exhibited...
Figure 3. Impact of electrochemical properties and operating conditions on SEI evolution and properties (systems A/D/E/F/G) during a full charge. i) SEI thickness, ii) molar fraction of the SEI that is inorganic, iii) molar fraction of Na\(^{+}\) consumed for SEI formation, iv) potential of the first SEI layer at the electrode surface, v) amount of Na\(^{+}\) ions consumed by intercalation and SEI formation reactions, vi) spatial potential of each system at the end of the simulation, and vii) the fraction of sites occupied by solid species at a given height at SOC = 1.

The second thickest SEI at full charge (thickest relative to time, Figure 3i; Figure S4i, Supporting Information). Further, it has the second-highest ratio of Na\(^{+}\) consumption via SEI formation versus intercalation. The high conductivity allowed for easier distribution of charge through the SEI, which, in turn, allowed for relatively higher potentials and increased the favorability of carbonate formation. This generates a SEI that is more stable against solubility, but is still reactive due to the high conductivity.

The system with the electronic conductivity of the SEI set to half of the baseline (D), presented the opposite behavior of (E), with the second thinnest SEI (thinnest relative to time), and a higher ratio of Na\(^{+}\) consumption via intercalation. The SEI contained noticeably more organic species than other systems due to the low electronic conductivity causing more dramatic changes in potential (Figure S3, Supporting Information), increasing the likelihood of organic-forming reactions. This increased presence of organics indicates that low SEI conductivity can also have negative effects on the SEI. Further work could direct SEI design toward materials with conductivities low enough to reduce reactivity, but not so low that it induces the potential spikes that cause unfavorable reactions.

The local potential at the SEI/electrolyte interface at SOC = 1 has a similar value of \(\approx 0.6\) for all of the systems, regardless of SEI thickness or other conditions (Figure 3vi). There appears to be a slight proportional relationship between the potential at the SEI/electrolyte interface and electrical conductivity, which corresponds to the reduced reactivity observed with strongly insulating SEIs.

The kMC model reproduces the experimentally-observed phenomena; systems with low electronic conductivity produce high-quality SEIs, and that high C-rates can generate thin SEIs and reduce the consumption of active material during formation. The model results also suggest the production of excess organic species as a reason behind the worsened long-term capacity retention. This serves to validate the model’s ability to reproduce electrochemical behavior and provide molecular-scale insight into the fundamental mechanisms behind battery-scale electrochemical behavior. This can be used to optimize first-formation protocols to find the ideal C-rates that maximize battery stability and minimize production costs and time. The SEI behaviors observed with these modified C-rates indicates that the first formation rate could be tuned to maximize the formation of stable SEI components, but minimize the unnecessary consumption of active material.

2.4. Effects of Diffusion and Dissolution

The possibility of dissolution as a primary mechanism of failure for SIB SEIs was explored by studying systems with varied diffusion rates (H,I,J) and with a uniform Na\(_2\)CO\(_3\) initial SEI (K). Systems H and I correspond to SEIs that are highly soluble, and system J corresponds to a system where only the organic species are highly soluble. The “solubilities” in systems I and H are modified by changing the global diffusion rate prefactor in order to examine the influence of species that are more able to diffuse...
away from their neighbors. The “solubility” of system J was modified by increasing the binding energies of inorganic species and decreasing the binding of organic species, which corresponds to inorganic species that are more strongly bound to each other and less likely to diffuse, and organic species that are less strongly bound to each other and more likely to diffuse. These modified values were chosen in order to provide an estimate at the influence of inorganic vs organic solubility, since the exact diffusion and binding properties of the species are not well-understood. Specific values are shown in Table 2. These conditions had a less dramatic effect on the system than the electrochemical properties, but still significantly influenced the SEI characteristics, as shown in Figure 4.

The system with doubled global diffusion rate (\(k_{D,j} = 4 \cdot 10^{-9}\), H), had the second thickest SEI in this set before SOC = 0.1, and the thickest SEI until SOC = 0.35, however, the rate of SEI growth subsequently decreased more than other systems, and system H exhibited the second-thinnest SEI at SOC = 1 (Figure 4i). The high diffusion rate caused the initial SEI species to rapidly diffuse away from the electrode and form a less dense, but thicker, SEI at low SOCs. This thick SEI became less conductive and blocked solvent species from reaching the lower potential layers at the electrode surface, and instead forced reactions to occur further away, at higher potentials, which increased the amount of inorganic species.

The system with the global diffusion rate increased to five times that of the baseline (\(k_{D,5} = 1 \cdot 10^{-8}\), I), exhibited similar behavior to system H, but to a higher degree. The SEI initially grew very quickly (Figure 4i), but then became the thinnest and most inorganic out of the systems I–K at SOC = 1. This is due in part to the same early insulating behavior as system H, but also due to a significant amount of species diffusing away from the electrode and dissolving. This resulted in a very porous SEI, with less than 1/4 of sites being occupied by solid species, and higher amounts of SEI components near the electrolyte phase, as visible in Figure 4iv. The long-term degradation effects from this porous SEI start to become evident as the system approaches SOC = 1. The system I initially had significantly fewer SEI-forming reactions than the other systems, but over time the porous SEI eventually became less insulating compared to the other systems, where more robust SEIs were formed. The effect of this is evident in Figure 4v as the systems approach full charge. Here, the rate of SEI forming reactions in the system I does not decrease as significantly as it does for other systems, as indicated by the increased slope relative to the other systems. This corresponds well to the uncontrolled SEI growth expected for highly soluble and unstable SEIs.

System J, where organic diffusion was increased and inorganic diffusion was left constant, formed a SEI of similar thickness to that of system H, but exhibited significantly more reactivity (Figure 4v). This means system J has the most dense SEI out of the systems in this group, i.e., the high amount of SEI species formed in system J were distributed in a relatively thin SEI, however, it also indicates that the decreased reactivity observed in the system H was also caused, in part, by the increased inorganic diffusion creating a thicker SEI.

Interestingly, the system with the 2 nm thick native Na₂CO₃ SEI, K, has the highest concentration of organic species (Figure 4ii). This occurred because the native SEI initially insulated against all reactions, which caused the local potential to spike and increase the relative favorability of glycol-forming reactions. After the system stabilizes, it has the lowest reactivity and highest intercalation ratio at low SOC (Figure 4iii) of systems I–K. In spite of this, K had the thickest SEI out of the studied systems as the simulation approached SOC = 1. This is due to the highly soluble organic species diffusing away from the electrode and dissolving. Overall, the behavior of system K reinforces the effectiveness of uniform artificial SEIs, but also indicates that...
special care should be taken at the beginning of the first charge in order to compensate for the lowered reactivity of the interface and ensure stability of the system.

The behavior of these systems corresponds well to what is expected; highly soluble species create initially thicker and more porous SEIs. These thick SEIs may initially inhibit reactivity, but eventually become relatively less insulating and can facilitate uncontrolled SEI degradation over time.

3. Conclusion

The kMC model developed in this work is able to provide novel and detailed molecular-scale insights on SEI growth, properties, and dissolution on a hard carbon anode during the first charge formation step. This model was developed in a generalized structure so that it can easily be extended to new systems and chemistries, such as Na-metal electrodes and impurities, in order to study their unique SEI growth and behavior.

The model has revealed that NaPF$_6$ decomposition and NaF formation are not favorable at standard conditions, and impurities such as water are required to initiate the reaction. It is also likely that these NaPF$_6$ decompositions, would they occur, facilitate dimerization and polymerization of electrolyte species. The ratio of solvents in EC:PC electrolytes has little effect on the chemical composition of the SEI, and the experimentally observed benefits of higher EC content are likely related to more complex changes in solubility or ionic transport.

The model was able to accurately replicate the complex influences of electrochemical properties and cell operating conditions on SEI behavior. SEIs with low electric conductivities exhibit the most ideal behavior. High C-rates generate thinner SEIs and have lower irreversible first charge capacity loss due to consumption of the active material, but also increase the formation of less-stable organic species, which is likely responsible for reduced long-term capacity retention.

We were able to observe the initial failure of the SEI due to dissolution. Highly-soluble species generate thick and porous SEIs that begin to degrade even as they are forming, leading to uncontrolled electrolyte consumption and capacity loss.

This model lays the groundwork for understanding the nanoscale mechanisms that guide SEI growth, and facilitates the understanding of detailed relationships between system conditions, SEI properties, and cell behavior, that can be used to tune the formation of stable and effective SEIs and guide the development of next-generation SIBs.

4. Experimental Section

Chemistry and Reaction Network: A reaction network for the species present in the electrolyte, EC/PC/NaPF$_6$, was initially estimated based on known reaction pathways in similar Li-ion systems. This network consisted of carbonate, glycol, and dimer formation reactions of EC/PC, as well as NaF formation. DFT calculations were then employed to determine the specific decomposition pathways and mechanisms. It is known that also impurities such as H$_2$O are inside experimental electrolytes and may trigger additional reactions, as in Li-based batteries. Yet, taking
additives and impurities into account will blur the picture on understanding the main interaction of electrolyte and surface. The study here thus provides a solid fundamental understanding and a base for extension with additives and impurities. The overall reaction pathways used in the kMC simulations are shown below:

\( EC + 2Na^+ + 2e^- \rightarrow Na_2CO_3 + C_2H_4 \)  
(1)

\( EC + 2Na^+ + 2e^- \rightarrow NaOC(C_2H_2)ONa + CO \)  
(2)

\( PC + 2Na^+ + 2e^- \rightarrow Na_2CO_3 + C_2H_6 \)  
(3)

\( 2EC + 2Na^+ + 2e^- \rightarrow Na_2CO_3(C_2H_2)C_2O_4Na + C_2H_4 \)  
(4)

\( 2PC + 2Na^+ + 2e^- \rightarrow Na_2CO_3C_2H_2C_2O_4Na + C_2H_6 \)  
(5)

\( EC + PC + 2Na^+ + 2e^- \rightarrow Na_2CO_3C_2H_2C_2O_4Na + C_2H_4 \)  
(6)

\( EC + PC + 2Na^+ + 2e^- \rightarrow Na_2CO_3C_2H_2C_2O_4Na + C_2H_6 \)  
(7)

\( PC + 2Na^+ + 2e^- \rightarrow Na_2CO_3 + C_2H_6 \)  
(8)

\( PC + 2Na^+ + 2e^- \rightarrow Na_2CO_3 + C_2H_6 \)  
(9)

\( PF_6^- + 3Na^+ \rightarrow PF_3 + 3NaF \)  
(10)

These pathways were split into a total of 25 separate reaction steps, and their corresponding reverse reactions, that were able to occur in the simulations. The full list of reaction steps and kinetic parameters can be found in Table S1 (Supporting Information).

**Kinetic Monte Carlo Model:** In this work, a prior.kMC model was adapted to include dynamic and spatially-dependent local potentials in order to accurately simulate interface conditions during charging. The potentials were not set, but rather controlled by the system current and electrochemical reactions, allowing for precise study of electrochemical phenomena. All kMC systems in this study were 18 x 18 x 220 sites (~10 x 10 x 64 nm), on Face Centered Cubic (FCC)-style lattices with periodic boundaries on the x- and y-axis, and bulk boundary conditions on the z-axis. A (FCC)-style lattice was employed in order to improve computational efficiency; each site has 12 equidistant neighbors, which reduces the number of rate equations compared to body-centered/simple cubic configurations, allowing for faster calculation times. The distance between lattice sites was set at 0.41 nm, based on the size of a solvent molecule. The distance between lattice layers was 0.289 nm, based on the distance between FCC sites. Solid species were able to diffuse through the upper z-boundary and permanently leave the cell.

All systems were studied at 1 atm and 298 K, with a 1 M NaPF6 concentration. KMC simulations were performed using Matlab version R2022a. The Ovito software package was used to visualize geometric kMC results.\(^{[63]}\)

The kMC model used in this work was adapted from previous models developed by the group.\(^{[36,38,41,64]}\) The model was based on the variable step size method, where the time steps of each calculation step were varied based on the available event rates, allowing for the study of long timescales.\(^{[65,66]}\) The structured list algorithm, which calculates all possible reaction rates in the system, was employed in order to substantially increase calculation speed.\(^{[67]}\) This algorithm is described in more detail in the Supporting Information. The possible events in the model are their governing rate equations, which are as follows:

\[
\Gamma_D = \frac{k_D}{\Delta L^2} \cdot D \cdot \exp \left( -\frac{(\Sigma \text{f}_{E_{\beta_{2i}}} + a \cdot \phi)\cdot \Delta \phi}{RT} \right) \tag{11}
\]

Here, \( n_{E_{\beta_{2i}}} \rightarrow n_{E_{\beta_{2i}}} \) are the number of inorganic, organic, and solvent neighbors of the diffusing species \( z (z = i / o / s) \), \( E_{\beta_{2i}} \rightarrow E_{\beta_{2j}} \) are the binding energies between species \( z \) and inorganic \( i \), organic \( o \), and electrolyte \( s \) species. The binding energy considered are limited to general inorganic, organic, and solvent interactions, as the computational cost of accounting for all possible pairwise interactions is not currently feasible. The binding energy for inorganic–inorganic was based on results from DFT calculations of Na2CO3 vacancy diffusion, all other binding energies were estimated based relative to this value. \( r \) is the gas constant, \( k_{B,T} \) is the frequency factor for diffusion, \( \Delta t \) is the distance between lattice sites, and \( T \) is the system temperature. \( D \) is diffusion coefficient based on the Stokes–Einstein–Sutherland equation:

\[
D = \frac{k_B T}{6 \pi n z s} \tag{12}
\]

Here, \( k_B \) is Boltzmann’s constant, \( r \) is the average particle radius, and \( \eta \) is the electrolyte viscosity. A value of \( k_{B,T} \) was selected that produced realistic behavior while minimizing computational cost. This value was also varied during the study in order to examine diffusivity. It should be noted that this selection of \( k_{B,T} \) along with the assumed binding energies, makes it challenging to be certain about diffusion behavior. Future work would aim to work with experimental groups to develop more precise diffusion parameters.

In addition to the diffusion mode explained above, Na\(^+\) species were also able to move vertically toward the electrode via electromigration in the electrolyte \( \Gamma_{EM, elec} \) and the SEI \( \Gamma_{EM, SEI} \). Na\(^+\) might also transport through and occupy the same sites as SEI species:

\[
\Gamma_{EM, elec} = \frac{k_{00}}{\Delta L^2} \cdot D_{elec} \cdot \exp \left( \frac{\phi \cdot \Delta \phi_{elec}}{k_B T} + \Delta \phi_{elec} \right) \tag{13}
\]

\[
\Gamma_{EM, SEI} = \frac{k_{00}}{\Delta L^2} \cdot D_{SEI} \cdot \exp \left( \frac{\phi \cdot \Delta \phi_{SEI}}{k_B T} + \Delta \phi_{SEI} \right) \tag{14}
\]

Here, \( F \) is Faraday’s constant, \( d \) is the distance between lattice layers, \( \nu \) is the valency of the species, and \( D_{elec/SEI} \) are the diffusion coefficients for cation diffusion across the electrolyte and SEI. \( \Delta \phi_{elec} \) and \( \Delta \phi_{SEI} \) are the concentration and potential differences across the electrolyte, respectively, and are intended to account for the Coulombic interactions of the solvent as well as the potential influence. These were calculated based on the difference between the average concentration and potential in the bulk of the electrolyte and the average concentration and potential in the bulk of the SEI. \( \Delta \phi_{elec} \) and \( \Delta \phi_{SEI} \) are the concentration and potential differences across the SEI, respectively. These were calculated based on the difference between the average concentration term and potential in the bulk of the SEI and the concentration and potential at the SEI/electrode interface, divided by \( d \). The additional concentration term is included in order to help disperse Na\(^+\) and improve local electroneutrality, since the NaPF6\(^-\) ion is evenly distributed throughout the system.

Forward and backward chemical reaction rates \( \Gamma_{fwd/bwd} \) were calculated using the standard Arrhenius-type equations:

\[
\Gamma_{fwd} = k_{0,C} \cdot \exp \left( \frac{-E_a}{RT} \right) \tag{15}
\]

\[
\Gamma_{bwd} = k_{0,O} \cdot \exp \left( \frac{-E_a + \Delta \phi}{RT} \right) \tag{16}
\]

Here, \( k_{0,C} \) is the frequency factor for chemical reactions, \( E_a \) is the activation energy and \( \Delta \phi \) is the reaction free energy.

Electrochemical reaction rates \( \Gamma_{red/ox} \) were calculated based on Butler–Volmer kinetics:

\[
\Gamma_{red} = k_{0,EC} \cdot \exp \left( \frac{-E_a}{RT} \right) \cdot \exp \left( \frac{-1 - \alpha}{2} \cdot \frac{F \cdot (\phi_{elec} - \phi_{SEI})}{RT} \right) \tag{17}
\]

\[
\Gamma_{ox} = k_{0,EC} \cdot \exp \left( \frac{-E_a + \Delta \phi}{RT} \right) \cdot \exp \left( \frac{\alpha F \cdot (\phi_{elec} - \phi_{SEI})}{RT} \right) \tag{18}
\]
Figure 5. Schematic of electrical flux distribution in kMC cell. The curves correspond to how the influence of current, reactivity, and conductivity is distributed throughout the cell. The grey layer corresponds to the electrode, green layers correspond to the SEI. Grey, red, and white atoms correspond to carbon, oxygen, and hydrogen, respectively.

Here, $a$ is the charge transfer coefficient, $\phi_{l,z}$ is the “local” potential of the layer $n$ where the reaction is taking place, and $\phi_{0,z}$ is the reduction potential of the reactant species $z$. All values of $\phi_0$ were calculated with DFT and set in reference to Na/Na$^+$. $k_{n,EC}$ is the frequency factor electrochemical reactions, which was set to $10^6$ instead of the standard $10^9$ in order to avoid excessive forward and backward red/ox reactions at equilibrium, this substantially decreased calculation time, but did not affect the overall behavior of the systems, e.g., instead of having 50 forward and 49 backward reactions in a given time, there may be 8 forward and 7 backward, leading to the same overall net reactivity. 

Additionally, cation intercalation into the electrode $\Gamma_{int}$ was treated as a separate irreversible electrochemical reaction. This reaction was able to occur when a cation was within the SEI and had at least one SEI neighbor, and the “local” potential of the reaction was taken to be the potential at the SEI/electrode interface ($\phi_{l,1}$ or $\phi_{l,2}$). Intercalation was assumed to be essentially instantaneous via the “knock-off” mechanism, where a Na$^+$ near the top of the SEI displaces a Na$^+$ bound to a SEI component, which subsequently displaces another Na$^+$, until a Na$^+$ in the bottom-most SEI layer migrates to the electrode.

$$\Gamma_{int} = k_{n,EC} \cdot \exp \left( \frac{-(1-a)\,F(\phi_{l,1/2} - \phi_{0,Na^+})}{RT} \right)$$ (19)

Electroneutrality is controlled by regularly varying the local potential $\phi_l$ of each layer $n$ in the system according to the following charge balance equation:

$$\frac{d\phi_{l,n}}{dt} = C_p (p_{el,n} - q_{l,n} + q_{nc,n})$$ (20)

where $C_p$ is a proportional controller constant used to ensure numerical stability. The applied current $i$ is calculated based on the C-rate, gravimetric capacity $\chi$, and specific surface area of hard carbon, $a_{sp}$, of the system using the equation:

$$i = \frac{C_{sp,el} \cdot \chi}{a_{sp}}$$ (21)

This flux is distributed to each layer of the cell using an exponential decay function, $p_{el,n}$, that corresponds to a 1% probability of electron tunneling to a location 1nm from the electrode surface.

$$p_{el,n} = \exp(p_{el}(n - n_{ref})) d$$ (22)

where $p_{el}$ is a constant for the function and $n_{ref}$ is the reference layer that is acting on the given layer $n$. The same constant $p_{el,n}$ is used to distribute the electronic flux produced or consumed by reactions, $q_{l,n}$, on a given layer to its neighboring layers.

$$q_{l,n} = \sum_{k=1}^{n_{max}} p_{el,n-k} \frac{r_{red,k} - r_{back,k}}{t_A N_A}$$ (23)

where $r_{red,k}$ and $r_{back,k}$ are the numbers of reduction and oxidation reactions that occurred on layer $k$. $N_A$ is Avogadro’s number, $t$ is time, and $t_A$ is the cross sectional area of the cell.

The electronic flux on a given layer due to conductivity, $q_{l,n}$, is dependent on the potential differences between the given layer $n$ and its neighboring layers, and the electric conductivity of the layer $\kappa_{Si/e}$.

$$q_{c,n} = \frac{\kappa_{Si/e} \cdot \Delta \phi_{l,n-1} + \kappa_{Si/e} \cdot \Delta \phi_{l,n+1}}{\Delta \phi_{l,n}}$$ (24)

where $\kappa_{c}$ corresponds to SEI layers, $\kappa_{i}$ corresponds to SEI/electrolyte interface layers, and is intended to approximate resistance to electron conduction across the interface, and $\kappa_{e}$ corresponds to the electrolyte and was chosen arbitrarily to ensure numerical stability. $\kappa_{i}$ would be significantly higher in a real system, but including this caused substantial numerical problems, and had no noticeable influence on the system behavior, since reactions primarily occur in the SEI and interface. Future work would aim to improve the electrolyte conductivity in order to better represent the electronic double layer. In order to avoid concentrations of electroneutrality discontinuities at the intermediate layers between the SEI/interface/electrolyte, the conductivities $\kappa_{Si}$ and $\kappa_{ie}$ were calculated by treating the intermediate layer as a combination of the two conductors in series, proportional to their current compositions $\kappa_{Si/e}$ in the layer.

$$\kappa_{Si} = \frac{1}{\frac{1}{\kappa_{Si}} + \frac{1}{\kappa_{Ye}}}$$ (25)

$$\kappa_{ie} = \frac{1}{\frac{1}{\kappa_{ie}} + \frac{1}{\kappa_{Ye}}}$$ (26)

A schematic of the electronic flux distribution is shown below in Figure 5. For example, the local potential on layer 4 is influenced by tunneling from the system current proportional to $p_{el,4}$, tunneling from the reaction occurring at layer 7 proportional to $p_{el,1}$, and electronic conduction from layers 3 and 5. $\Delta \phi_{elec}$ is the difference between the average of $\phi_{l,1/2}$ and the average of $\phi_{l,1/4/5}$ of divided by $d$. $\Delta \phi_{elec}$ is the difference between the average of $\phi_{l,1/4/5}$ and the average of $\phi_{l,3/4/5}$ of divided by $d$.

The bulk diffusion of the electrolyte was assumed to be significantly faster than the processes in the kMC calculation, which allowed for the implementation of constant concentrations of electrolyte species. The electrolyte species were represented implicitly in the system by setting all unoccupied sites to have a constant probability of being EC, PC, and PF$_6$.
corresponding to their respective concentrations. This allows the explicit diffusion events of the electrolyte to be neglected and substantially reduces computational time. In order to represent the lowered likelihood of soluble species diffusing through a thick SEI, and to avoid implicit solvent appearing in voids generated deep in the SEI, the electrolyte concentration probability of unoccupied sites more than 4 nm deep in the SEI surface decreased exponentially, with a 99% reduction at 8 nm. For the purposes of thickness calculations, an SEI “layer” is defined as any layer in the kMC cell that is at least 1/3 occupied by solid SEI species, furthermore, layers that are less than 1/3 occupied are considered to contribute a proportional amount to the thickness, i.e., a layer that is 30% occupied will count as 0.9 SEI layers, and a layer that is 3% occupied will count as 0.1 SEI layers. This value was tuned based on the behavior of test simulations.

Density Functional Theory Calculations: All molecular DFT calculations were performed using the M06-2X-exchange-correlation functional, with a 6-31+g(d,p) basis set. The conductor-like polarizable continuum model (CPCM) implicit solvent method with a dielectric constant of 81.17, corresponding to 1:1 EC/PC, was used to represent the electrolyte. Energies for other implicit solvent compositions were not calculated because the energy barriers and reaction energies for the degradation of EC in EC and PC in PC are relatively similar to the mixture of EC/PC 1:1. This occurs because solvation models such as CPCM with high dielectric constant only consider the electronic contribution. For molecules in solvents with high dielectric values, the electronic properties of the molecules are relatively similar, even for high solvatochromatic molecules.

Reaction energies for NaPF$_6$ decomposition as well as reaction and activation energies for dimer formation were obtained using the Gaussian16 software package. Activation energies were not calculated for NaPF$_6$, since they are known to be strongly dependent on solvent coordination, and obtaining values that are not unrealistically high is challenging. Instead, the NaPF$_6$ decomposition was assumed to be kinetically barrier-free, and only limited by electrochemical reduction, similar to what is observed for corresponding LiPF$_6$ systems. Furthermore, the reaction energies and activation barriers for EC/Na and PC/Na degradation were calculated using ORCA Version 5.0.3. A combination of the Nudged Elastic Band and Saddle Point Optimization (NEB-TS) was implemented to estimate the transition state (TS) of the reactions and obtain the activation energies.

The energy barrier for Na$_2$CO$_3$ diffusion was calculated using the Vienna Ab-initio Simulation Package (VASP) based on the projector-augmented wave pseudopotential formalism. The Generalized Gradient Approximation (GGA) and Perdew–Burke–Ernzerhof (PBE) functional were used to compute the exchange-correlation terms. Calculations were performed at the Gamma k-point, the convergence of the self-consistent field was set to a value of $10^{-6}$, and a cutoff energy of 500 eV was used to expand the electron wave functions of the plane-wave basis set, and a Gaussian smearing of 0.01 eV was used to accelerate calculations. The energy barrier was set to a value of 10 eV to avoid implicit solvent approximation.
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