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Conversion of CO2 to hard carbon is an interesting technology for the removal of carbon dioxide
from the atmosphere. Recently, it was shown that CeO2 can selectively catalyse this reaction but
we still lack information regarding the reaction mechanism. Using density functional theory (DFT)
modelling we explore possible reaction mechanisms that allow for the polymerization of CO2.
According to our computations the reaction is initialized by the adsorption of CO2 in an oxygen
vacancy. Owing to the rich defect chemistry of ceria a large number of suitable sites are available
at the surface. C-C bond formation is achieved through an aldol condensation type mechanism
which comprises the electrochemical elimination of water to form a carbene. This carbene then
performs a nucleophilic attack on CO2. The reaction mechanism possesses significant similarities
to the corresponding reaction in synthetic organic chemistry. Since the mechanism is completely
generic it allows for all relevant steps of the formation of hard carbon like chain growth, chain
linkage and the formation of side chains or aromatic rings. Surprisingly, ceria mainly serves as
an anchor for CO2 in an oxygen vacancy while all other subsequent reaction steps are almost
completely independent from the catalyst. These insights are important for the development of
novel catalysts for CO2 reduction and may also lead to new reactions for the electrosynthesis of
organic molecules.

1 Introduction

With the increase in global greenhouse gas emissions1,2 an in-
creasing number of severe consequences of global warming have
become apparent in recent years. To minimize their impact on
the world’s population, it is crucial to find methods to effec-
tively capture, convert and store CO2. A promising technology to
achieve this are negative emission technologies (NETs).3,4 NETs
range from biological conversion of CO2 into biomass through
microorganisms,5,6 algae5,6 or afforestation7,8 to air capture fol-
lowed by direct CO2 storage7,9 or chemical10,11 and electrochem-
ical5,6,8,12 conversion into long-term stable materials such as ox-
alates13,14 or hard carbon4 and carbon fibres.15

Unfortunately, chemical storage of CO2 as oxalate requires high
pressures, a sacrificial reducing agent and the introduction of a
counter ion such as Ca2+ 16,17 which renders them technically
demanding. Similarly also other chemical and electrochemical
routes for CO2 conversion into non-volatile products like the syn-
thesis of hard carbon still face severe challenges. To complicate
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the situation even more, the methods currently considered for
CO2 reduction must be sustainable themselves18 while at the
same time scalable to convert several gigatons of CO2 per year.19

Accordingly, any meaningful process must rely on abundant ma-
terials and in itself be CO2 neutral. Furthermore, to completely
remove CO2 from the atmosphere it is insufficient to convert it
into hydrocarbons or alcohols since their combustion again re-
sults in CO2.20,21

Indeed, most processes for CO2 reduction typically target pre-
cisely these products.20,21 An example of this is the chemical syn-
thesis of methanol from CO2 and H2 using Cu/Zn/Al22–24 or In
oxide25 catalysts. For electrochemical CO2 reduction on the other
hand a very diverse set of materials which includes both homoge-
neous26–30 and heterogeneous30–33 catalysts has been proposed.
Typical examples of homogeneous catalysts are transition met-
als coordinated by porphyrin34–41 or phthalocyanine.42,43 How-
ever, these catalyst are again mostly selective for CO or post-CO
products like methane or simple C2 and C3 compounds which are
unsuitable for NETs. The same is also true for common hetero-
geneous catalysts like transition metal doped graphene44,45 or
metallic Cu.46,47 Indeed, the formation of oxalates has only been
reported for few materials like Hg48 or Pb49 but the validity of
some of these results was questioned recently.50

On the other hand a catalyst which converts CO2 electro-
chemically to hard carbon was, to the best of our knowledge,
absent until the recent seminal work of Esrafilzadeh et al.51.
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They found that liquid Galinstan (GaInSn alloy) in 2M H2O/N,N-
dimethylformamide (DMF) selectively catalyses the electrochem-
ical reduction to hard carbon with a moderately high onset over-
potential of -310 mV. However, the current remains far below
1 mA/cm2 up to an overpotential of roughly -1.3 V.51 Thus, it is
fair to say that despite the very low reported onset potential al-
most no CO2 reduction takes place until a much lower potential
is reached. The authors hypothesized that a Ce oxide is the active
material but no proof was provided.51 In addition to the nature
of the catalyst also the mechanism through which the reaction
proceeds is so far unknown.

In what follows we will evaluate the reaction mechanism
for the polymerization of CO2 to carbonaceous materials over
CeO2(110) using density functional theory calculations. Our
computations indicate, that CeO2(110) possesses an oxygen de-
fect rich surface under reaction conditions. We will show that
these defects are indeed central for its reactivity. C-C bond for-
mation proceeds through a simple electrochemical aldol conden-
sation type mechanism. These results provide critical insights for
the design of more efficient catalysts for the electrochemical re-
duction of CO2 to hard carbon and may also inspire new reactions
for electro-synthetic routes to organic compounds.

2 Computational Details

2.1 Surfaces

All DFT calculations were performed using the PBE52 general-
ized gradient approximation (GGA) functional with Grimme D3
corrections53–55 as implemented into the Vienna ab-initio simu-
lation package (VASP Version 5.4.1).56 To evaluate the validity
of our results also PBE+U-D3 calculations with a Hubbard U57,58

were performed for selected cases. Following previous work59 a
Hubbard U of 4.5 eV was used. However, if not stated explicitly
otherwise, no semi-empirical Hubbard-U corrections were added.
A detailed discussion on the benefits of using a GGA ansatz for
these types of materials can be found in the SI.

The electronic wave functions were expanded in plane waves
with energies up to 650 eV and the convergence threshold was
set to 10−6 eV. Convergence of the electronic structure calcula-
tions was aided by adding a Gaussian smearing of 0.1 eV. Core
electrons were approximated with projector augmented wave-
functions (PAW).60 The structure was considered converged if
the Hellman-Feynman forces were below 10−2 eV/Å. The bulk-
structures were optimized using a 5x5x5 k-point set. 1x1 surfaces
were calculated using a 6x6x1 k-point mesh, while the k-point
sampling was reduced to 3x6x1 for the 2x1 slabs and to 3x3x1 for
the 2x2-sized slabs. Conversion from electronic to Gibbs Free en-
ergies was achieved by addition of constant corrections for zero-
point energies and entropies using the values reported by Chan
et al.61 and Nørskov et al.62 The numeric values of each contri-
bution are summarized in the supplementary information (See SI
Table S1).

Attempts to include solvent effects through implicit solvents
failed owing to well known instabilities in VASPsol63–65 for
cerium oxides.66 We therefore attempted to obtain solvation
energies by performing single point computations using the

Fig. 1 Depiction of bulk and surface arrangements of CeO2. Ce: lime,
C: brown and O: red.

SCCS model67 implemented into CP2K (version: 9.1).68 How-
ever, we were unable to converge the wave function. Simi-
larly also attempts to obtain solvation energies using CANDLE69

and GLSSA1369–71 implemented into jDFTx (version: 1.7.0)72

failed owing to severe instabilities in the wave functions for the
GLSSA13 model which resulted in unphysical solvation energy
differences of up to -150 eV between different intermediates. For
CANDLE on the other hand constantly similarly unphysical solva-
tion energies of the order to 0.1 eV were obtained. Accordingly
we resorted to reporting gas phase energies. This is a common
simplification in computational electrochemistry which still yields
reasonable reaction energies.45,73–78

2.2 Acid Dissociation Constants

pKa values of the carbonate species in DMF were computed us-
ing the isodesmic method79–81 in combination with the recently
introduced method to predict proton solvation energies in non-
aqueous solvents.81,82 For a detailed description of the methods
and benchmarks we refer the reader to our previous work.81,82

Identical to these studies, the dissociation of formic acid (pKa in
water: 3.7783) was used as reference reaction and the computed
pKa values (pKa(comp)) were, following earlier work,81 scaled to
correct for shortcomings of the implicit solvation model using

pKa = 0.75pKa (comp)+3.2 (1)

The DFT computations necessary for the determination of pKa

values were performed using Gaussian16 (Rev C.01)84 with the
M06-2X functional85 and a 6-311++G∗∗ basis set with diffuse
and polarization functions on all atoms. Structures were consid-
ered converged if no imaginary frequencies were present. Solva-
tion effects were included through the implicit SMD86 solvation
model for water and DMF as implemented into Gaussian 16. Hy-
drogen was computed in the gas phase.

3 Results and Discussion
3.1 Active Species

It is commonly assumed that CO2 reduction proceeds through
the direct activation of CO2 at the catalyst.87,88 However, recent
computational work clearly showed that at least in some systems
direct CO2 reduction is blocked by a very high activation bar-
rier.38,39 For these systems bicarbonate (HCO –

3 ) or carbonic acid
(H2CO3) were identified as the most likely active species. Car-
bonic acid is coupled to CO2 through a pH independent equilib-
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Fig. 2 Computed Pourbaix diagram of the CeO2(110) surface. The relevant surfaces under experimental conditions are marked by the violet area. Ce:
lime, H: grey and O: red.

rium.89

CO2 +H2O −−⇀↽−− H2CO3 (2)

The formation of bicarbonate on the other hand includes the re-
lease of a single proton which renders the reaction pH depen-
dent.89

H2CO3 −−⇀↽−− HCO −
3 +H+ (3)

Our computations indicate, that the formation of H2CO3
through reaction 2 is endergonic by 0.72 eV in DMF. Furthermore,
the pKa of carbonic acid increases from 3.88 in water89 to 18.6
in DMF (reaction 3). The second deprotonation step has an even
higher pKa of 45.3. The trend towards significantly increased pKa

values in DMF compared to water for neutral acids is in good
agreement with the significantly lower stability of protons and
other charged species in aprotic non-aqueous solvents.81,82,90

Overall, this clearly shows that only CO2 is a possible reactant
for the CO2RR in DMF.

3.2 The Active Site at CeO2

Under ambient conditions ceria (CeO2) is the most stable form of
cerium.91,92 Experimental93 as well as theoretical94–96 studies
agree that the stability of stoichiometric ceria surfaces decreases
in the order (111)>(110)>(100) (see also SI Figure S.13). How-
ever, the (111) surface is chemically mostly inert and does not
allow for the formation of oxygen defects under CO2RR condi-
tions (see also SI Figure S.13).93–96 Also we did not find any
adsorption of CO2 on the defect free surface. This is opposed to
the (110) surfaces which is known to have a strong tendency for
oxygen defect formation.97,98 Indeed, according to our computa-
tions a significant number of oxygen vacancies is already present
at rather high potentials of the order of -0.2 V (Figure 2).77 Mov-
ing towards the experimental onset potential of -1.15 V vs. SHE
in acetonitrile up to 25% of the surface oxygens are removed.
Owing to the repulsion interaction between vacancies, the most
stable configuration features oxygen vacancies which are not di-
rectly adjacent (Figure 2).

Overall, we find a rather high concentration of surface oxygen
vacancies of 25% of which each in principle can act as a reaction

centre for CO2 reduction. Accordingly, it is reasonable to assume
that the chain growth starts at numerous spatially close oxygen
vacancies simultaneously. Such a situation is most efficiently de-
scribed by the rather small unit cell chosen by us which assumes
50% of the oxygen vacancies to be active reaction centres.

3.3 Reaction Mechanism

Building on the detailed analysis of the CeO2(110) structure un-
der reaction conditions and the identification of CO2 as the sole
reactant it is possible to explore the detailed reaction path to form
carbon chains of varying length. Exploring and understanding re-
actions which can result in C-C bond formations is the core of
organic chemistry and a huge amount of possible reactions have
been discovered over the last 200 years. Accordingly, we nowa-
days have an excellent understanding of this chemistry.99,100

Naturally, electrochemical routes to C-C bond formation possess
some important differences compared to those typically used in
synthetic organic chemistry. Probably the most important one is
the fact that electrons with comparably high energy are easily
available which renders any redox chemistry feasible, even if it
results in less common intermediates. Owing to this, any mecha-
nistic consideration must also include more exotic intermediates
like carbon or oxygen radicals (unpaired electron at the C or O
atom) or carbenes (free electron pair at C atom). Nevertheless,
these differences are too minor to fundamentally change the or-
ganic chemistry of C-C bond formation. We therefore, opted to
develop our initial candidate mechanisms by taking inspiration
from standard reactions in organic chemistry like the Heck reac-
tion101, the aldol condensation100, the pinacol reaction100 and
the Wurtz reaction.100,102 In addition to this also a mechanism
featuring an unstabilised carbene has been included. A summary
of all considered mechanisms and their relation to the original
organic reactions can be found in the SI (Figure S.1 to S.12).

Chain Start

The initial step of any CO2RR mechanisms is the activation of
CO2. CeO2(110) possesses a total of six potential adsorption sites
and geometries (Figure 3). All attempts to adsorb CO2 directly
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Fig. 3 Summary of CO2 adsorption sites and Gibbs free energies of
adsorption over CeO2(110). Red bars: PBE-D3; blue bars: PBE+U-D3
(U=4.5 eV). Ce: lime, C: brown and O: red.

at either a formal Ce(III) or Ce(IV) site failed since CO2 desorbed
both when attempting to bind the molecule through carbon or
oxygen. Accordingly, pinacol style (SI Figure S.4 to S.7) or Ce
catalysed carbene style (SI Figure S.11 and S.12) paths can be
excluded. Furthermore, carbonate and single or double oxygen
vacancies remain as the only potential active sites. This agrees
with the common picture of CeO2 catalysed CO2 reductions since
high concentrations of oxygen vacancies facilitate the adsorption
of CO2.103–105

Let us start with the adsorption of CO2 in a single vacancy site.
This adsorption geometry is the initial step of the aldol type (SI
Figure S.1 to S.3), Wurtz type (SI Figure S.8 and S.10), Heck type
(SI Figure S.9 and S.10) and vacancy catalysed pinacol style type
(SI Figure S.4 to S.7) paths. When binding CO2 to this site we in-
deed observe the typical signs of CO2 activation like the reduction
of the O−−C−−O bond angle from 180◦ to 145◦ and a C−O bond
length increase from 1.17 Å to 1.20 Å and 1.25 Å, respectively.
The C−O bond pointing towards the surface is slightly more elon-
gated which reflects the interactions with one of the surface Ce
ions. In line with this also the Ce−O distance of 2.88 Å, compared
to 2.32 Å for a bridged oxo (Ce−O−Ce) species, is still of a mag-
nitude where some interactions can be expected. The adsorption
of CO2 into this site is somewhat endergonic by approximately
0.5 eV. It is interesting to note that this reaction becomes even
more endergonic (0.7 eV) when a Hubbard U correction is added
to PBE. The true value will most likely lie in between. Note that
these unfavourable energetics do not necessarily result in a total
inhibition of the associated reaction mechanism since the activa-
tion step in a vacancy is required to only occur once during the
full mechanism. Thus, this only reduces the number of seed sites
for the subsequent chain propagation.

Much more favourable energetics are observed for the adsorp-
tion if two adjacent oxygens are removed and a double vacancy
is formed (up to ∆G = 1.2 eV ). Under these circumstances the
chemisorption is exergonic by -0.7 eV for a pure GGA functional
(Figure 3) while it becomes endergonic by 0.3 eV when a Hub-
bard U correction is added. Similar to the adsorption in a sin-
gle vacancy site, also a significant activation of CO2 is observed

here. For example the C−O bond length is elongated to 1.26 Å
and 1.31 Å while the O−−C−−O bond angle is at the same time
reduced from 180◦ to only 125◦. This adsorption geometry is
accompanied by some interactions between the carbon and the
adjacent Ce ion as indicated by the rather short Ce···CO2 distance
of 2.67 Å. However, the formation of adjacent oxygen vacancies
is thermodynamically unfavourable (see SI) which renders this
adsorption geometry unlikely.

The last stable CO2 adsorption mode is the adsorption at a sur-
face oxygen which results in the formation of a surface carbonate.
This path comprises the starting point for another pinacol style
path. This reaction is with -0.8 eV thermodynamically even more
favourable than the adsorption in a double vacancy (Figure 3). A
comparable value is also obtained with GGA+U. Identical to the
two alternative adsorption modes also CO2 bound in this fashion
displays the typical signs of activation. E.g. the O−C−O bond an-
gle is reduced to 126◦ while the C−O bond lengths are increased
to 1.28 Å for the CO units pointing outwards and 1.35 Å for the
CO unit pointing towards CeO2. In line with the adsorbate’s ap-
parent carbonate character we also find very strong interactions
with the adjacent Ce ions as indicated by the rather short Ce−O
bond lengths of the order of 2.41 Å to 2.56 Å which compares
favourably to a typical Ce−O−Ce single bond of 2.32 Å.

This structure can be converted electrochemically under water
elimination to CO2 in two consecutive PCET reduction steps (re-
actions 4 and 5).

(4)

(5)

The product of this reduction reaction is structurally identical to a
single vacancy adsorbed CO2. The first PCET step of the reduction
mechanism (reaction 4) occurs a potential of 0.0 V vs. SHE. This
is opposed to the subsequent reductive elimination (reaction 5)
which requires a very negative potential of -1.5 V. This potential
is slightly higher than the experimental onset potential51 but still
falls within the expected order of magnitude considering the er-
ror bars associated with our computations. Interestingly, we were
only able to stabilize the vacancy adsorbed CO2 by putting CO2
directly at the surface while we observed its desorption when at-
tempting to converge the structures coming from the carbonate
intermediate. This could be indicative of a rather minor barrier
which in turn would result in a fast equilibrium between dissolved
and vacancy adsorbed CO2.

Chain Propagation

Once CO2 has adsorbed at the surface, the chain can grow by
reacting with additional CO or CO2. As discussed above, the for-
mation of surface carbonates comprises a highly favourable and
likely intermediate. In terms of chain propagation, it is the start-
ing point for a pinacol style C-C coupling reaction between two
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Fig. 4 a) Gibbs Free energies of the initialization and chain propagation steps through the carbon not directly bound to the surface (path a). Red lines:
PBE-D3; blue lines: PBE+U-D3 (U=4.5 eV) b) Gibbs Free energies of the initialization and chain propagation steps through the carbon directly bound
to the surface (path b). Red lines: PBE-D3; blue lines: PBE+U-D3 (U=4.5 eV) c) Schematic mechanism for the initialization and chain propagation
steps. Ce: lime, C: brown, O: red and H: grey.

adjacent surface carbonates. Our computations indicate, that this
mechanism is unlikely since no formation of a stable C-C bond
could be achieved. This is indeed not surprising when consid-
ering, that carbonates are chemically inert and do not posses a
free electron pair at the carbon which is a prerequisite for this
reaction.

Thus, only single vacancy bound CO2 is a reasonable starting
point. This leaves aldol, Wurtz, Heck or vacancy catalysed pina-
col style reactions as possible routes for hard carbon formation.
A Wurtz style reaction can be excluded immediately since this
path would require the presence of two adjacent CO2 molecules
adsorbed at oxygen vacancy sites (see SI, Figure S.9 for details).
This vacancy configuration is, according to our computations, en-
ergetically unfavourable (see SI). Accordingly, also the presence
of two adjacent CO2 is unlikely. Naturally, this also excludes a
vacancy catalysed pinacol style reaction which has a similar struc-
tural requirement. Furthermore, we do not find any stable con-
figuration for a Heck style coupling of a dissolved CO2 with a
vacancy bound CO2. This is indeed not surprising when consid-
ering, that C−Ce bonds in CeO2 are unstable owing to the high
oxophilicity of Ce.89,106

Accordingly, only the aldol condensation type mechanism re-
mains as possible reaction path. A summary of the initial steps
for C-C bond formation assuming CO2 as reactant and the sub-
sequent chain propagation is shown in Figure 4. C-C bond for-

Fig. 5 Density overlap region indicator (DORI) and electron localisation
plots (ELF) of central intermediates are depicted. Ce: lime, C: brown and
O: red.

mation is achieved through the reaction of a vacancy adsorbed
CO2 with a dissolved CO2 (see also reaction from AD-1 to AD-2
in Figure 4).

(6)

This step is strongly exergonic by approximately -1.0 eV (PBE-
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D3) and -1.7 eV (PBE+U-D3) which renders it thermodynami-
cally highly favourable (Figure 4). The very high gain in energy
can be understood from a detailed analysis of the electronic struc-
ture of AD-1. At first glance, this intermediate has significant sim-
ilarities to an ordinary carboxylate (R−COO– ) group. E.g. it con-
sists of a carbon with formally three bonds to two oxygen atoms.
For a normal CO2RR, this structure would be stabilized by a fourth
bond to a metal centre.38,39,46,62 However, in the present case the
C-Ce distance of 2.88 Å indicates the absence of a strong covalent
bond. This is also confirmed by the density overlap region indi-
cator (DORI; Figure 5a) and electron localization function (ELF;
Figure 5a) plots. The former is characterized by the absence of
a localized basin between Ce and C which is a clear sign of the
absence of a covalent bond between both atoms.73,107 Further-
more, ELF indicates the presence of a localized electron pair at
the carbon atom. This is also confirmed by the partial density of
states (PDOS) which only show signs of a weak π-complex which
interacts through the C−−O double bond with Ce. This is indicated
by the overlap of the O, C and Ce bands close to the Fermi level
(Figure 6a). The interacting orbital is only occupied by a single
α-spin electron which renders it at least a partial radical. How-
ever, the corresponding unoccupied β-spin orbital is energetically
very close. Thus, this orbital can easily become occupied when
applying an electrochemical potential of less than -1.0 V vs. SHE
through an electron transfer from bulk CeO2.

Note that both states are, even in the absence of an electro-
chemical potential, possible resonance structures. Chemically
speaking, this state corresponds to a poorly stabilized carbene
or carbon radical which is characterized by a free electron or
electron pair at the carbon. These intermediates are highly re-
active100 which is in line with the observed very exergonic reac-
tion energy. In what follows we will, for the sake of simplicity,
refer to reactive carbons of this or similar electronic structure as
"carbenes".

The purely chemical C-C bond formation is followed by the
stepwise electrochemical reduction of the C−−O unit (AD-2 to AD-
3a or AD-3b in Figure 4) and its elimination as water (AD-3a/AD-
3b to AD-4a/AD-4b in Figure 4). Hydrogenation and water elim-
ination may either occur at C1 (CO2 group anchored in the CeO2
oxygen vacancy; lower path in Figure 4c) or C2 (newly attached
CO2 group; upper path in Figure 4c). The first reduction step
occurs in both cases already at a slightly positive potential be-
tween 0.0 V and 0.1 V vs. SHE and is therefore unproblematic
at the potentials applied for CO2 reduction (Figure 4). Compa-
rable energetics are also obtained with GGA+U. The subsequent
water elimination step on the other hand requires in both cases
a very negative potential of approximately -1.7 V vs. SHE which
corresponds to the lowest redox potential observed in the reac-
tion mechanism. Thus, at least a potential of this magnitude
must be applied to allow all electrochemical steps to proceed, i.e.
this reaction is potential determining (for details see SI equation
8).62,108,109

At this potential water would also be reduced to hydrogen.
However, even in water (pH 7), the onset for hydrogen evolution
over CeO2 is of the order of approximately -1.3 V vs. SHE.110 Fur-
thermore, the reaction is performed in DMF with minor amounts

Fig. 6 Spin-polarized PDOS-plots of the crucial CO2RR intermediates.

of water.51 Accordingly, this side reaction is at least to some de-
gree suppressed. The presence of this very negative reduction po-
tential is not unexpected when considering the products’ detailed
electronic structure which is similar to the carbene in AD-1. Iden-
tical to this structure we also observe for AD-4a and AD-4b the
typical signs of a highly reactive carbon radical and/or carbene in
the ELF (Figure 5b and c). Additional support for this interpreta-
tion is also found in the PDOS plots (Figure 6b and c). Note that
for AD-4b again some indications for weak interactions with Ce
are present which points towards a weak π-complex type interac-
tion. However, no indications for a strong covalent C−Ce bond is
observed in the DORI plot (Figure 5b and c). No indications for
comparable interactions are observed for AD-4a. Almost identical
energetics are also obtained when applying a Hubbard U to Ce.

Note that the onset potential predicted by us is with -1.7 V
vs. SHE significantly larger than the -1.15 V vs. SHE found by
Esrafilzadeh et al.51 However, it must be cautioned that the au-
thors decided to report an onset potential at which almost no
current density is observed rather than following the more com-
mon approach to report an overpotential to reach a defined cur-
rent density.111,112 Indeed, the current density remains far below
1 mA/cm2 until a much lower potential of roughly -1.8 V vs. SHE
is reached. In addition to this our computations also do not in-
clude solvation effects which would stabilize the eliminated wa-
ter molecule by -0.24 eV (Gaussian16/M06-2X/SMD) compared
to our gas phase reference. This in turn would shift the onset po-
tential towards a less negative value. Furthermore, protons are
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destabilized by approximately 0.7 eV in DMF compared to wa-
ter.81,82 Including these effects would increase the onset potential
to a value of approximately -0.9 V. An additional source of uncer-
tainties is the possible presence of Ag impurities in the electrolyte
which are known to leak from the "leakless" Ag+/Ag-reference
electrode113 used by Esrafilzadeh et al.51 A leak of Ag+ ions or
even Ag nanoparticles could stabilize the undercoordinated car-
bon which would lower the onset potential further. Indeed, C−Ag
bonds are well known motives in organometallic chemistry.106

This beneficial contribution of trace amounts of impurities is not
uncommon and has been observed in many other cases.76,113–115

Such a mechanism would also be in good agreement with the ob-
served very low current density at lower overpotentials which in
this case would effectively be limited by the amount of available
silver and its diffusion to the electrode.

Once the carbene species in AD-4a or AD-4b has been formed,
C−C bond formation through a nucleophilic attack at a dissolved
CO2 atom takes place. This allows the chain to grow by an addi-
tional C1 unit. In line with the very high reactivity of a carbene
species, this step is strongly exergonic by roughly -0.9 eV for both
pure GGA and GGA+U independent of whether CO2 is attacked
from a carbene at C1 or C2. From here the polymerization mech-
anism proceeds by repeating the previous steps. E.g. a reactive
carbene intermediate is formed through the reduction of a C−−O
unit and water elimination followed by its attack on a dissolved
CO2.

Overall, the proposed mechanism requires CeO2 only as an an-
chor for the initial adsorption of the first CO2. Beyond this point,
the reaction becomes surprisingly independent from the catalyst.
Accordingly, also later oligo- and polymerization steps can pro-
ceed without the need for interactions with the catalyst provided
an electron transfer from the cathode to the terminating carboxy-
late (R−COO) group is feasible and CO2 is still available as feed-
stock. Once the chain has grown through subsequent reactions
with CO2, also the reduction and conversion of the keto group
into their enol form becomes possible. This results in the forma-
tion of an energetically favourable conjugated π-electron system.
The obtained conjugated π-electron system allows for the stabili-
sation of the carbene which in turn makes subsequent water elim-
ination steps energetically even more favourable.

An important variation of the above mechanism is to assume
CO as feedstock. CO may for example be formed in-situ through
reduction of CO2. In this case the chain growth becomes purely
chemical. E.g. the only required reaction steps are the nucle-
ophilic attack of the carbene at a dissolved CO. In contrast to the
attack on CO2, this reaction is only thermoneutral. This is not un-
expected when considering that the highest occupied molecular
orbital (HOMO) in CO is a carbon centred σ∗ anti-bonding orbital
which places significant electron density at the carbon.106,116 Ac-
cordingly, CO is a very poor electrophile. Indeed, chain propa-
gation through reactions with CO typically proceeds through a
migratory insertion in which CO binds to the catalyst prior to

forming a C-C bond (reaction 7).106

(7)

In the present case no such interaction with the catalyst is possible
owing to the oxophilicity of Ce and the steric constraints of the
Ce centres for which all free valences are already saturated. This
renders such a variation of the mechanism highly unlikely.

Chain Linkage

The chains formed during the propagation steps may at some
point meet and link with other olefine chains. To evaluate pos-
sible chain linkage mechanisms a model system whose unit cell
was doubled along the x-axis was constructed (see Figure 1). This
reduces the strain within the olefine chain and thus, corresponds
to a more realistic situation. Furthermore, all keto groups were
reduced to their enol form since this allows for the formation of a
long and energetically favourable conjugated π electron system.

Identical to the previous chain propagation steps also the chain
linkage is initialized by the reduction of two terminal R−COO ·
groups to two carbonic acids (R−COOH; reaction from CL-1 to
CL-3 in Figure 7a). Both reaction steps are energetically highly
favourable as indicated by the rather high reduction potentials of
-0.2 V and 0.7 V vs. SHE (Figure 8). Note that during the sec-
ond step a proton transfer from the R−COOH group to a surface
Ce−O−Ce oxo site occurs. This allows for a much more stable
configuration and thus, results in a positive potential for the sec-
ond reduction reaction. Overall, both steps are unproblematic
under reaction conditions. The subsequent reductive elimination
through release of water (reaction from CL-3 to CL-5 in Figure 7)
is thermodynamically significantly more demanding as indicated
by the very negative potential of -1.8 V vs. SHE for the first water
elimination. This value is comparable to what has been observed
for earlier water elimination steps (compare with Figure 4). The
slight decrease of the potential by approximately -0.2 V might
be the result of having to break a rather strong hydrogen bond
(d(HO···HO)=1.78 Å) between the carboxylic acid OH group and
an adjacent alcohol. As a part of this elimination step also the op-
posite carboxylic acid group rearranges by transferring the proton
back from the surface Ce−OH−Ce group to the R−COO– group.
In addition to this also a strong hydrogen bond between the OH
group of the carboxylic acid and an alcohol at the opposite chain
is formed (d(HO···HO)=1.65 Å). The second water elimination in
contrast occurs already at a much higher potential of only 0.1 V
vs. SHE.

In principle chain linkage could now proceed through a simple
CO2 insertion. However, our computations show that this reac-
tion is thermodynamically unfavourable. E.g. the direct chain
linkage is endergonic by 1.5 eV. At first glance, this may seem
surprising when comparing it to the very exergonic C−C bond
formation steps during the chain propagation phase. However,
this result can be rationalized by the marked differences in the
electronic structure. The first and probably most important dif-
ference is the fact that the newly inserted carbon atom possesses
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Fig. 7 Schematic summary of the most likely reaction mechanism for the linkage of two olefine chains.

Fig. 8 Energetics of the chain linkage mechanism. For the detailed
mechanism see Figure 7. The reaction energies were obtained using
a pure PBE-D3 functional. Ce: lime, C: brown, O: red and H: grey.

an sp3 hybridization and thus, is not part of a delocalized π elec-
tron system. Accordingly, two formal radical C−O · groups are ob-
tained. One of these groups is stabilized through a proton trans-
fer from an adjacent alcohol which itself is oxidized to a ketone.
In addition to this, the chain rearranges such, that the C−OH
bond is weakened (bond elongation from 1.31 Å for an alcohol to
1.58 Å). This configuration is stabilized by a Ce−OH interaction
(d(Ce-O)=2.53 Å) and a strong hydrogen bond to the second ad-
jacent alcoholic group (d(HO···HO)=1.53 Å). This allows the sec-
ond C−O · radical to form at least a partial C−−O double bond (see
SI). However, the very long C−O bond length of 1.30 Å, which is
close to the bond length observed for an alcohol, suggests that
the oxygen is still mostly of radical nature.

In addition to this, the terminal C2O groups form linear ketene
derivatives (R2C−−C−−O) where one of the C−R bonds correspond
to the enol chain and the second R to an OH group. While ketenes
themselves are highly reactive99,100,117 they generally react as
electrophiles, e.g. they accept an electron pair.118 No such reac-
tion is possible with CO2 which is, owing to the very stable C−−O

double bonds, unable to provide an electron pair. This is opposed
to CO which can donate its lone pair to form C−C bonds with
both ketene groups and thus, link both chains. In addition to this,
the inserted CO forms a ketone rather than an unstable "double
radical". In line with this, CO insertion is energetically extremely
favourable by -5.2 eV. Note that this very strong exergonicity is
not unexpected since CO is inserted between two extremely reac-
tive functional groups under formation of two new C−C bonds.

A more likely reaction route in the absence of CO
would be chain linkage through a [2+2] cyclo-addition of
two ketenes which mostly results in the formation of 4-
membered cyclic esters (β-Lactones; reaction 8).99,119–124

(8)

This ester could in turn be converted into an olefine through a
simple ester hydrolysis (reaction 9).

(9)

For many ketenes such a reaction can already proceed at room
temperature.99,100,117,119,120 A similar [2+2] cyclo-additions
between ketenes and CO2 is in principle possible under elevated
temperature or irradiation but typically too slow to be of
relevance for chain propagation or chain linkage.125

These reactions are, owing to the limited flexibility of our
model system, impossible in the present case. Instead, the ketene
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Fig. 9 Density overlap region indicator (DORI) and electron localisation
plots (ELF) of central ketene intermediates CL-5 and CR-1 in Figure 7
and Figure 10. Ce: lime, C: brown, O: red and H: grey.

is reduced to a R2−C−−C−OH species at a rather negative po-
tential of -1.34 V vs. SHE (CL-4 to CL-5 in Figure 7). This
converts the terminal carbon again into a highly reactive inter-
mediate. According to the PDOS (Figure 6d), it is, similar to
the initial carbene of AD-1, characterized by a singly occupied
C−O with the unoccupied β spin being very close in energy. In
line with this we observe the usual characteristics of a free elec-
tron or electron pair in the ELF (see Figure 9). According to
the DORI and the PDOS this carbene seems to be somewhat
stabilized through interactions with Ce (see Figure 9 and 6d).
Thus, the electronic structure is again best described by a su-
perposition of the radical and carbene mesomeric structures .
The obtained carbene is finally sufficiently reactive to allow for
the insertion of CO2 through a nucleophilic attack (reaction 10).

(10)

This step is rather strongly exergonic by -0.80 eV (Figure 8). As a
part of this reaction a hydrogen is transferred from an adjacent al-
cohol which in turn is oxidized to a ketone. In addition to this, the
second C−O · radical stabilizes itself by forming an epoxide with
the adjacent carbon atom (reaction 10). Breaking the epoxide
electrochemically is a well established reaction126,127 for which
no major barriers are expected.

Overall, chain linkage requires a comparable onset potential as
the general chain propagation reactions and is therefore energet-
ically feasible if the initial propagation steps can occur.

Chain Branching

In addition to the linkage of chains also building connections be-
tween independently growing polymers is a necessary require-
ment for the formation of carbonaceous materials or hard car-
bon. The linkage of independent chains or the formation of cy-
clopentadiene (5-membered unsaturated rings) or benzene rings
(6-membered unsaturated rings) can also proceed through an
equivalent electrochemical aldol condensation type mechanism.
The reaction is exemplified by considering the formation of a cy-
clopentadiene ring from a fully conjugated enol chain as precur-
sor (Figure 10). Attempts to form 6-membered rings failed owing
to the very high tendency of ketenes for ring closure. However,
numerous reactions for ring expansion which could increase the
ring size from a 5-membered to a 6-membered ring are known
in organic chemistry.99,128 Furthermore, the restriction to a 5-
membered ring is the result of the rather special reaction steps
considered by us which assumes the simultaneous formation of
side chains in early stages. For example the linkage of longer side
chains through formation of a carbene followed by insertion of
CO2 would directly result in the formation of a 6-membered ring.
Studying all possible reactions is, however, highly complex and
therefore far beyond the scope of this contribution.

Identical to the previously discussed steps also chain branching
is initialized by the elimination of one of the OH groups as water
to form a carbene. This reaction can proceed through a purely
chemical step which involves a hydrogen atom transfer from one
of the adjacent alcohol groups (CR-0 to CR-1 in Figure 10). This
reaction is moderately exergonic by -0.4 eV (Figure 11). The sur-
prisingly favourable energetics are a direct result of the possibil-
ity to delocalize the otherwise highly reactive free electron pair
at the carbene through a long conjugated π electron system and
the newly formed ketone. Additionally, there is also a localized
basin between the hydrogen of the adjacent alcohol and the car-
bene in the DORI (Figure 9). This indicates the presence of a
strong hydrogen bond which stabilizes the free electron pair fur-
ther. In line with this we also observe a rather short COH···C dis-
tance of 1.92 Å. Besides the chemical path also an electrochemical
water elimination is possible. This reaction is also energetically
favourable and requires a positive potential of 0.1 V vs. SHE.

Once the carbene has been formed, C-C bond formation is
achieved through a nucleophilic attack at a dissolved CO2 (CR-
2 to CR-3 in Figure 10). Assuming a direct attack without prior
reduction of the newly formed keto group, this step is moderately
exergonic by -0.4 eV (Figure 11). However, also the competing re-
duction of the newly formed ketone is thermodynamically highly
favourable under experimental conditions since it occurs already
at a rather positive potential of 0.2 V vs. SHE(Figure 11). If
this reduction takes place prior to the nucleophilic attack than
C-C bond formation becomes strongly exergonic by -1.8 eV (Fig-
ure 11).

C-C bond formation is followed by the reduction of the hydro-
genation of the R−COO group to form a carbonic acid (R−COOH)
and water elimination. The former step requires a potential of
approximately 0.0 V vs. SHE (CR-3 to CR-4 in Figure 11) which
renders it thermodynamically favourable. The water elimination
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Fig. 10 Summary of an example reaction mechanism for the formation of side chains.

Fig. 11 Energetics of the example mechanism for the branching of the
olefine chain. Ce: lime, C: brown, O: red and H: grey.

step to form a ketene on the other hand requires a much more
negative potential of -1.1 V vs. SHE which can still be overcome
under CO2RR conditions (CR-4 to CR-5 in Figure 11). Follow-
ing the ketene formation the side chain can grow, identical to
the chain propagation mechanism, through an electrochemical
aldol condensation (compare to Figure 4). Considering the repet-
itive nature of this polymerization mechanism it is reasonable to
assume that all subsequent steps require energies similar to the
chain propagation steps (Figure 4).

An interesting side reaction is observed in the presence of an
adjacent ketone. Here, water elimination does not lead to the
formation of a ketene but rather results in the direct formation of
an unsaturated γ-lactone (5-membered cyclic ester; reaction 11).

(11)

Thanks to the ester formation this reaction is energetically highly
favourable and occurs already at a very positive potential of 1.0 V

vs. SHE. The lactone can be split through a simple ester hydroly-
sis100,129,130 and therefore does not constitute a dead end.

Naturally, also a second chain can start to grow in the vicinity
through an additional elimination of an alcohol (CR-5 to CR-6
in Figure 10). Assuming an electrochemical water elimination
step, this reaction occurs already at a potential of 0.0 V vs. SHE.
The subsequent C−C bond formation is then roughly thermoneu-
tral (ΔG=-0.1 eV) and results in the direct formation of a Gluta-
conic anhydride derivative (6-membered cyclic anhydride; CR-6
to CR-7 in Figure 10). This reaction is not unexpected consider-
ing that the formed carboxylate is a fair nucleophile and ketenes
are highly susceptible to nucleophilic attacks.

The anhydride is easily split electrochemically at a potential of
-0.1 V vs. SHE. This results in the formation of a carbonic acid
and a ketene CR-7 to CR-8 in Figure 10). Eliminating the OH
group of the carbonic acid finally initiates a concerted reaction
step in which water is eliminated and a cyclopent-3-ene-1,2-dione
derivative is formed formed (cyclic 5-membered ring with two
keto groups; CR-8 to CR-9 in Figure 10). The overall reaction is
energetically highly favourable and thus, possible at the electrode
potential applied in experiment.51

4 Conclusions
Inspired by well established reactions in organic chemistry we
have evaluated the reaction mechanisms for CO2 reduction over
CeO2(110). According to our computations the reaction is ini-
tialized by the adsorption of CO2 into an oxygen vacancy site.
Owing to the rich defect chemistry of ceria suitable sites are am-
ple. This renders the initial CO2 adsorption step feasible despite
being endergonic. C-C bond formation is then achieved through
an aldol condensation type mechanism in which a carbene inter-
mediate performs a nucleophilic attack on CO2. This is followed
by the formation of a new carbene through electrochemical elim-
ination of water. Interestingly, only the initial adsorption step is
strongly affected by ceria while all other steps appear to be al-
most completely independent from the catalyst. This mechanism
is completely generic and can be repeated for all steps of the poly-
merization of CO2. This fundamental mechanistic understanding
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lays the foundation for the development of enhanced catalysts
for the conversion of CO2 to hard carbon and may also help to
develop new routes for electrosynthesis of organic compounds.
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