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In spite of the strong relevance of reactions in electrocatalysis, in particular for the electrochemical
energy conversion and storage, the number of theoretical studies addressing electrocatalytic reaction
from first principles is still limited. This is due to the fact that there are two factors adding consider-
able complexity to the theoretical treatment: the presence of the electrolyte at the electrode surface
and varying electrode potentials. Still, there are promising approaches to cope with these problems
allowing a realistic theoretical description of reactions in electrocatalysis. It will be demonstrated
that ab initio molecular dynamics simulations based on periodic density functional theory calcula-
tions can contribute to an understanding of the structures and reactions at water/metal interfaces.
In order to model varying electrode potentials, an explicite counter electrode has been implemented
in a periodic density functional theory code, and first preliminary results using this implementation
will be presented.

I. INTRODUCTION

There is currently a strong interest in reactions in elec-
trocatalysis due to the fact that they play a very im-
portant role in the electrochemical energy conversion or
storage. However, in spite of considerable research ef-
forts it is fair to say that still the details of important,
but seemingly simple reactions in electrocatalysis such
as the oxygen reduction reaction (ORR) or the hydrogen
evolution reaction (HER) are debated [1–3].

In the field of surface science, on the other hand, recent
years have witnessed a close collaboration between theory
and experiment resulting in detailed insights into struc-
tures and reactions at the solid/vacuum interface [4–8].
The theoretical description of electrochemical interfaces,
however, is hampered by two factors: the presence of
the electrolyte at the electrode surface and varying elec-
trode potentials. Both factors add considerable complex-
ity to the theoretical and numerical treatment of these
interfaces. Yet, there is certainly a strong need for re-
liable first-principles studies of structures and processes
at electrochemical interfaces in order to understand the
principles underlying these structures and processes.

In fact, there have already been several attempts to
realistically model the electrochemical solid-liquid inter-
face within periodic DFT calculations [9–18] providing
valuable insights into fundamental electrochemical pro-
cesses at the atomistic level. Interestingly enough, there
is yet no commonly used method to describe varying elec-
trode potentials in periodic DFT calculations. This is an
indication that the first-principles description of electro-
chemical processes has not matured yet.

One particularly important reaction in electrocataly-
sis is the hydrogen evolution/oxidation [1]. Recently, we
mapped out a two-dimensional cut through the poten-
tial energy surface of H2 interacting with clean and ice-
covered Pt(111) [19]. Because of the weak water-metal
interaction, the dissociation barrier in the presence of wa-
ter can be regarded as a superposition of the dissociation
barrier on the clean Pt(111) surface and the barrier for
the propagation of H2 through the ice-like layer. Fur-

thermore, we studied the structure of water layers at the
(111) surfaces of various metal substrate at room temper-
ature using ab initio molecular dynamics simulations [20].
According to the simulations, water does not remain ice-
like in so-called H-up or H-down structures, as was com-
monly assumed [21], but becomes disordered. On more
strongly interacting electrodes such as Pt(111), Ru(111)
and Pd/Au(111), a hexagonal ordering might persist, but
the orientation of the water molecules becomes random,
whereas on more weakly interacting substrates such as
Ag or Au, even no periodic ordering remains.

We have now extended this work by studying the H2

dissociation on ice-covered Ru(0001) and Pd/Au(111) in
order to determine the influence of the lattice spacing on
the H2 dissociation barrier in the presence of water. Con-
sidering that at room temperature the water structure at
these electrodes is not ice-like, we have also calculated
free energy barriers by performing a statistical sampling
at room temperature.

In these studies, there is no external electric field con-
sidered. To take into account the influence of varying
electrode potentials, we have performed an analysis of
the Heyrovsky reaction in the spirit of the approach by
Nørskov and coworkers [14, 22]. Finally, the implementa-
tion of an explicite counter electrode in a periodic DFT
code is described and first results using this implementa-
tion are presented.

II. COMPUTATIONAL METHODS

All total-energy calculations were carried out using the
periodic DFT package VASP [23], employing the gen-
eralized gradient approximation (GGA) to describe the
exchange-correlation effects by employing the exchange-
correlation functional by Perdew, Burke and Ernzerhof
(PBE) [24]. It has been shown that this functional gives a
reasonable description of the properties of water [25–27].
The ionic cores were represented by projector augmented
wave (PAW) potentials [28] as constructed by Kresse and
Joubert [29]. The electronic one-particle wave function
were expanded in a plane-wave basis set up to an energy
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cutoff of 400 eV. The metal substrates were represented
by four- and five-layer slabs.

Ab initio molecular dynamics (AIMD) simulations
were performed using the Verlet algorithm with a time
step of 1 fs at a temperature of 300 K within the micro-
canonical ensemble.

III. HYDROGEN DISSOCIATION AT
WATER-COVERED METAL SURFACES

The hydrogen evolution and oxidation reactions, HER
and HOR, respectively, play a central role in many im-
portant electrocatalytic processes as they occur, e.g., in
fuel cells. Under acidic conditions, the overall reaction
can be written as

H3O+ + e− ↔ 1
2

H2 + H2O . (1)

There are two basic reaction schemes depending on the
nature of the electrodes. In the Volmer-Tafel-mechanism,

H3O+ + e− ↔ Had + H2O Volmer reaction (2)
2Had ↔ H2 Tafel reaction , (3)

first a proton adsorbs taking up an electron from the
electrode (Volmer step). In a second step, two hydro-
gen atoms desorb recombinatively (Tafel step). In the
Volmer-Heyrovsky-mechanism

H3O+ + e− ↔ Had + H2O Volmer reaction
Had + H3O+ + e− ↔ H2 + H2O Heyrovsky reaction(4)

again first a Volmer step occurs, but then an adsorb hy-
drogen atom reacts with a solvated proton forming H2

gas and water (Heyrovsky step).
We will first focus on the Tafel mechanism which has

a close correspondence to the dissociative adsorption
and recombinative desorption of hydrogen at the metal-
vacuum interface. There, hydrogen typically adsorbs dis-
sociatively [30], only at stepped metal surfaces, nondisso-
ciative molecular adsorption might occur [31]. Recently,
we showed that the barrier for the dissociative adsorption
of hydrogen at an ice-covered surface can be regarded as
being a superposition of the dissociation barrier on the
clean Pt(111) surface and the barrier for the propagation
of H2 through the ice-like layer [19]. The propagation
of H2 through a hexagonal ice layer is hindered due to
the Pauli repulsion between H2 and water. Consequently,
this barrier should depend on the diameter of the hexag-
onal ice ring.

In order to test this hypothesis, we calculated two-
dimensional cuts through the potential energy surfaces of
H2 interacting with clean and ice-covered Ru(0001) and
Pd/Au(111) as a function of the H-H separation and the
H2 distance from the surface, so-called elbow plots [32].
Ru has a nearest-neighbor distance which is about 0.1 Å
smaller than the one of Pt. The Pd/Au(111) electrode

FIG. 1: Two-dimensional cuts through the potential energy
surface of the interaction of H2 with clean Ru(0001) (a), clean
Pd/Au(111) (b), ice-covered Ru(0001) (c), and ice-covered
Pd/Au(111). The ice-like water bilayer is in the H-down con-
figuration. The potential energy is plotted as a function of
the H–H distance d and the H2 center of mass distance Z
from the surface. The lateral position and orientation of the
H2 molecule correspond to a fcc hollow-top-hcp hollow con-
figuration. The contour spacing in (a), (b) and (d) is 25 meV,
while it is 50 meV in (c).

consisting of a pseudomorphic Pd layer on Au(111) was
chosen because it has the nearest-neighbor distance of Au
(about 0.1 Å larger than the one of Pt), but a local reac-
tivity that is even larger than the one of Pd(111) [33–36].
Here we assume that the ice layer adsorbs pseudomorphi-
cally on the electrodes within a

√
3×
√

3R30◦ geometry.
In Fig. 1, we have plotted the elbow plots of H2 in-

teracting with clean and water-covered Ru(0001) and
Pd/Au(111). The lateral position and orientation of the
H2 molecule correspond to a fcc hollow-top-hcp hollow
configuration, i.e., the center of mass of the H2 molecule
is located above a top position, and the H atoms are
oriented towards the nearest three-fold hollow sites.

The corresponding barrier heights together with the
values for Pt(111) [19] are collected in Tab. I. Hydrogen
dissociation on clean Pt(111) and Ru(0001) is hindered
by a small barrier, whereas on Pd/Au(111), H2 can dis-
sociate spontaneously. On Pt(111), the presence of the
water bilayer leads to an increase of the dissociation bar-
rier by about 170 meV. Indeed, on Ru(0001) the smaller
nearest neighbor distance compared to Pt causes an even
larger increase of the H2 dissociation barrier by 260 meV
due to the presence of the ordered water bilayer.

For clean Pd/Au(111), there is no minimum H2 disso-
ciation barrier while in the presence of water a barrier of
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TABLE I: H2 dissociation barriers on clean and ice-covered metal surfaces

Substrate Water structure ∆E (meV) z (Å) Metal NN distance (Å)
Pt(111) clean 54 2.4 2.77
Pt(111) H-down 221 2.5

Ru(0001) clean 30 2.8
Ru(0001) H-down 290 3.0 2.68
Ru(0001) H-up 369 2.8

Pd/Au(111) clean 0 - 2.86
Pd/Au(111) H-down 91 3.0

FIG. 2: Snapshot of an ab initio molecular dynamics run at
7.5 ps of a water bilayer on a Pt(111) electrode at a tempera-
ture of 300 K. The simulations were initiated with a H-down
configuration within a 2

√
3× 2

√
3R30◦ geometry [20].

91 meV appears. At the location of this barrier, this cor-
responds to an increase of the potential energy of about
100 meV. Hence, we find a strong correlation between the
increase in the H2 dissociation barrier due to the pres-
ence of an ordered water bilayer and the diameter of the
hexagonal rings of the bilayer. Note that the electronic
structure of metal substrates is only weakly perturbed
by an adsorbed water layer [19]. This supports our find-
ings that the increase of the H2 dissociation barrier in
the presence of water is not caused by a water-induced
modification of the electronic structure of the electrode,
but rather by an additional effect caused by the Pauli
repulsion between H2 and the water layer.

All the calculations presented so far have been done
for ice-like water layers on close-packed electrode sur-
faces. However, ab initio molecular dynamics simulations
indicate that at room temperature water layers at metal
surfaces are not crystalline but disordered [20]. This is il-
lustrated in Fig. 2 where a snapshot of an ab initio molec-
ular dynamics run of a water layer on Pt(111) within a
2
√

3 × 2
√

3R30◦ geometry is shown. Still a hexagonal
structure of the water molecules is visible but there is no

FIG. 3: Calculated work function change induced by the pres-
ence of H-up and H-down water bilayers on Au(111), Ag(111),
Pt(111), Pd/Au(111) and Ru(0001). For Ru, also the work
function change induced by the half-dissociated water layer is
included. In addition, the time average of the work function
change determined in AIMD runs with a run time of 2 ps at
150 K and 300 K is plotted and compared to experimental re-
sults for Au(111) [37], Pt(111) [38, 39] and Ru(0001) [40, 41].

orientational order of the water molecules.

This orientational disorder has a considerable influence
on the work function change upon the adsorption of a
water layer on metal substrates. For ice-like water lay-
ers, there is a significant difference in the work function
change upon the adsorption of H-up and H-down lay-
ers which is due to the opposite dipole moment of these
structures [20]. This is illustrated in Fig. 3. Note that
there is also a strong polarization of the ice-like layers
upon adsorption which leads to a charge transfer from
the ice layer to the region between the metal and the
ice layer and consequently to an additional downshift of
the work function which is related to the strength of the
water-metal interaction [20]. However, there is a rather
large discrepancy between the calculated work function
change for the ice-like layers and the experimental results
for Au(111) [37] , Pt(111) [38, 39] and Ru(0001) [40, 41].
However, this discrepancy is strongly reduced if then
thermal motion of the water molecules is taken into ac-
count. This has been done by running AIMD simulations
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for 2 ps at 150 K and 300 K and evaluating the average
work function change. Although the run time is not suf-
ficient to obtain fully converged results, it is obvious that
the thermal motion of the water molecules and the ac-
companying reorientation leads to work function changes
that are intermediate between the corresponding values
for the H-down and H-up layer. In fact, longer runs have
shown that the resulting work function changes are inde-
pendent of the initial conditions, i.e., there is no memory
effect as far as the structure is concerned.

In passing we note that for Ru(0001) there is a good
agreement between the experiment and the theoretical
results for finite temperatures for the intact water layer.
In contrast, the half-dissociated water layer exhibits a
much smaller work function change in the calculations
which remains basically unchanged at finite temperature
due to much larger binding of the OH groups which pins
the water structures. Thus, although the half-dissociated
water layer on Ru is energetically much more favor-
able [21, 42, 43], it does not seem to be realized in sur-
face science experiments, probably due to kinetic hinder-
ing [43–45].

The bad news for the modeling of structures and pro-
cesses at the solid-liquid interface is that these findings
with respect to the water structures at room tempera-
ture mean that it is not sufficient to determine energy
minimum structures and transition states. Instead of to-
tal energies, free energies have to be evaluated which in-
volves the consideration of statistical averages. To do
this from first principles is typically numerically rather
time consuming. Still, due to the increase in the com-
puter power and the development of efficient algorithms,
ab initio molecular dynamics runs nowadays allow the
determination of statistically meaningful results [46].

In order to estimate the free energies along the dissoci-
ation path of H2 in the presence of water, we performed
constraint ab initio molecular dynamics simulations in
the spirit of umbrella sampling [47, 48]. The initial con-
ditions were chosen along the minimum energy path de-
rived from the elbow plots shown in Fig. 1. In the con-
straint AIMD simulations, the height of the two hydro-
gen atoms above the surface was fixed, and simulations
were performed within the microcanonical ensemble cor-
responding to a temperature of 300 K. The AIMD runs
were carried out for 2 ps and the average energies were
determined.

These energies as a function of the H2 distance from
the Pt(111), Ru(0001) and Pd/Au(111) are plotted in
Fig. 4. It is apparent that the resulting free energy curves
are not smooth indicating that the free energy sampling
might not be converged yet. Still the qualitative trends
due to the thermal averaging can be deduced from the
curves. The energy zero corresponds to the free energy of
the H2 molecule at 6.5 Å away from the surface above the
water layer. Note that there is a very small interaction
between the H2 molecule and the water molecules at a
position between two ice-like layers [19] which is reflected
by the small solvation energy of H2 in water. Hence this

FIG. 4: Free energies along the H2 dissociation path on water-
covered Pt(111), Ru(0001) and Pd/Au(111) at 300 K obtained
by constraint AIMD runs with a run time of 2 ps.

choice of the energy zero should be adequate.
At all three surfaces, the free energy barriers in the

presence of water are about 150 meV higher at room tem-
perature than for the ice-like hexagonal structure. This
is due to the irregular shape of the hexagonal water rings
under thermal conditions which makes the propagation
of the H2 molecule through the water layer even harder.

IV. MODELLING OF VARYING ELECTRODE
POTENTIALS

So far, all the presented calculations have been car-
ried out for neutral systems which means that no excess
charges were considered. However, any realistic theoret-
ical description of electrochemical systems requires the
consideration of varying electrode potentials and the ac-
companying excess charges. Still, important trends for
electrochemical systems can already been derived with-
out an explicite consideration of external electric fields
or any excess charges employing thermodynamical equi-
librium concepts [22].

We will illustrate this approach using the adsorption
of hydrogen atoms as part of the Volmer reaction 2. Here
we follow the approach by Skulason et al. [14]. The hy-
drogen coverage on a platinum electrode is a function of
the electrode potential and the hydrogen adsorption en-
ergies. In Tab. II, the hydrogen adsorption energies with
respect to the free H2 molecule,

EHad = EH/electrode −
(
Eelectrode +

1
2
EH2

)
, (5)

on different metal electrodes in the presence and absence
of ice-like water bilayers are listed. First of all it is ev-
ident that the presence of water has a relatively small
effect on the hydrogen adsorption energies, as already
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observed before [10, 49]. This is a consequence of the
weak interaction of water with metal surfaces [19].

Among the considered metal substrates, Pt(111) plays
a special role. First of all, the hydrogen adsorption en-
ergies exhibit a surprisingly small corrugation with the
adsorption at the top sites as strong as on the three-fold
hollow sites. Second, at the ice-covered Pt(111) the hy-
drogen atoms at the top site directly beneath the oxygen
atom of the flat lying water molecule (denoted by site
top(b) in Tab. II) are more stable than those at the top
site not covered by water (top(a)). On all other consid-
ered metal substrates, it is the other way around (not
listed in Tab. II)).

At equilibrium, the resulting hydrogen coverage of hy-
drogen on the electrode is a function of the electrode po-
tential related to the hydrogen adsorption energies. At
the equilibrium potential under standard conditions, the
chemical potential of the hydrogen atoms is related to
the electrode potential with respect to the normal water
electrode by

µH = −eU . (6)

All processes with a change of the free energy ∆GH <
µH = −eU occur under equilibrium conditions. This
means, that the differential free energy of adsorption is
directly related to the hydrogen coverage of the elec-
trode [14]. Assuming that the adsorption energy is not
dependent on the applied electrode potential, this differ-

TABLE II: Adsorption energies of hydrogen according to
Eq. (5) on different adsorption sites on Au(111), Ag(111),
Pt(111), Pd/Au(111) and Ru(0001) in a

√
3×
√

3R30◦ geom-
etry with respect to the free H2 molecule in eV per atom in
the presence and absence of ice-like water bilayers. The top
site for the H atom in the presence of water corresponds to
the site uncovered by water. In the case of Pt(111), in ad-
dition the site directly beneath the oxygen atom of the flat
lying water molecule is considered (top(b)).

Surface adsorption site H-down H-up clean
Ru(0001) fcc -0.489 -0.483 -0.614
Ru(0001) hcp -0.461 -0.421 -0.561
Ru(0001) top -0.153 -0.247 -0.148
Ag(111) fcc 0.235 0.195 0.180
Ag(111) hcp 0.223 0.207 0.174
Ag(111) top 0.729 0.669 0.691
Au(111) fcc 0.265 0.167 0.203
Au(111) hcp 0.238 0.138 0.222
Au(111) top 0.367 0.310 0.399
Pd/Au(111) fcc -0.623 -0.724 -0.696
Pd/Au(111) hcp -0.566 -0.669 -0.650
Pd/Au(111) top 0.112 0.070 0.040
Pt(111) fcc -0.412 -0.427 -0.477
Pt(111) hcp -0.336 -0.370 -0.438
Pt(111) top(a) -0.375 -0.382 -0.480
Pt(111) top(b) -0.463 -0.405 -0.480

0.333 0.666 1.0 1.333

Hydrogen Coverage ΘH
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FIG. 5: Differential free energy of adsorption of hydrogen as
a function of the hydrogen coverage on ice-covered Pt(111) in
a
√

3 ×
√

3R30◦ geometry. The adsorption site sequence is
indicated in the legends.

ential free energy of adsorption can be expressed as [22]

∆GH = ∆EH + ∆ZPE − T∆S . (7)

Here, ∆EH is the differential energy of adsorption in the
absence of any external electric fields, i.e., the energy
gain upon the adsorption of an additional hydrogen atom.
∆ZPE is the change of the zero-point energy upon ad-
sorption, T the temperature and ∆S the change of the en-
tropy upon adsorption. For hydrogen on Cu(111), a value
of ∆ZPE − T∆S = −0.24 eV has been determined [50].
As previously done, we will also use this value for other
substrates based on the observation that the change of
vibrational frequencies upon adsorption depends rather
weakly on the metal substrate [51].

The differential adsorption energies of hydrogen atoms
on Pt(111) in the presence of a water layer are plotted
in Fig. 5 for different adsorption site sequences. These
results are in good agreement with previously calcu-
lated differential adsorption energies which were, how-
ever, determined for different coverages [14]. The min-
imum value ∆GH(ΘH = 1/3) = −0.225 eV means that
at U = 0.225 V a hydrogen coverage of ΘH = 1/3 is
stable. This compares quite favorably with the value of
U = 0.15− 0.2 V for this coverage which can be deduced
from experimentally derived adsorption isotherms [52].

Interestingly enough, at this coverage the most favor-
able adsorption site is the top site. For higher cover-
ages, the adsorption in the three-fold hollow positions
becomes more favorable. Because of the small hydro-
gen diffusion barriers, the rearrangement of the hydrogen
atoms should not be kinetically hindered. According to
Fig. 5, at U = 0.0 V a coverage of ΘH = 1 is expected.
This seems to be at variance with the experimentally
observed hydrogen saturation coverage of ΘH = 2/3 at
U = 0.0 V [1]. However, this discrepancy is reduced if
the configurational entropy is also taken into account in
the calculated free energies [14].
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For ΘH ≤ 1, the change in the differential adsorption
energies at the hollow sites is of the order of 0.04 eV
indicating a relatively small mutual repulsion between
the hydrogen atoms at the hollow sites. For hydrogen
coverages larger than one monolayer, the repulsion in-
creases significantly leading to differential adsorption en-
ergies larger than 0 eV. Thus additional hydrogen at cov-
erages larger than one can only be adsorbed below the
equilibrium potential. This hydrogen species is called
overpotential deposited hydrogen Hopd, in contrast to
underpotential deposited hydrogen Hupd which adsorbs
at potentials above the equilibrium potential.

Experimentally, in the Hupd regime a broad vibrational
band around 1000-1300 cm−1 has been found by infrared
reflection-absorption spectroscopy (IRAS) [53] whereas
at the equilibrium potential a new peak at 2100 cm−1 ap-
pears whose intensity increases linearly with decreasing
potential [54]; therefore it has been associated with Hopd.
Like others before [14], we have derived the vibrational
frequencies of hydrogen at the different adsorption sites
from the dynamical matrix. For three-fold coordinated
hydrogen, we find a frequency of 1062 cm−1 confirming
the site assignment of the upd hydrogen.

At the top site, we obtain vibrationally frequencies of
2029 cm−1 and 2267 cm−1 at water-covered and uncov-
ered Pt atoms, respectively. However, according to the
calculations, at ΘH = 1 the top sites should not be pop-
ulated so that no signal at these high frequencies should
be detectable. It has been speculated, that the top site
corresponds to a thermally populated minority species
that has a much larger dynamical dipole matrix elements
and therefore becomes detectable [14]. In order to check
whether the top site population of hydrogen occurs under
thermal conditions, we performed ab initio molecular dy-
namics simulations at a temperature of 300 K in a setup
as used previously [20]: two water layers were consid-
ered in a 2

√
3×2
√

3R30◦ geometry with hydrogen atoms
initially at the energetically more favorable hollow po-
sitions. An additional hydrogen atom was incorporated
in the water layer becoming a solvated proton because
otherwise the adsorbed hydrogen atoms tend to desorb.
The vibrational spectrum was derived by evaluating the
Fourier transform of the velocity autocorrelation func-
tion.

Two different hydrogen coverages were considered,
ΘH = 2/3 and ΘH = 1. A peak at about 2100 cm−1 was
only detectable at the lower coverage, not at the higher
coverage. This can be understood considering the strong
repulsion between hydrogen at hollow sites and at adja-
cent top sites which is operative at a monolayer coverage
of hydrogen. At a smaller coverage, there are regions of
low local hydrogen coverage allowing hydrogen top site
adsorption. Hence, at coverages around ΘH = 1, inho-
mogeneities in the hydrogen distribution are required so
that the top sites can be populated by hydrogen atoms.

In all the considerations presented in this section so far
it was assumed that any electric field caused by the ap-
plied electrode potential and any excess charges on the

electrodes do not have any influence on the adsorption
energies and adsorption site preferences. There are indi-
cations that at least qualitatively the effect of this addi-
tional factors might be small [22]. Still, it is desirable to
achieve a realistic modelling of the electrochemical elec-
trode/electrolyte interface in order to be able to assess
the magnitude of these effects. In fact, there have been
several attempts to include the effects of external electric
fields or excess charges in periodic DFT calculations.

In standard DFT calculations, a dipole layer is intro-
duced in the vacuum region between two slabs in order to
avoid electric field effects due to non-symmetric slabs in
periodic DFT slab calculations, [55]. This dipole layer
can also be used to create a specified electric field as
done in order to study the field-induced flip of water
molecules from the H-down configuration to the H-up
geometry [10]. This approach does not introduce any ex-
cess charges so that charge neutrality is maintained, but
it is not straightforward to relate the applied dipole field
to the corresponding electrode potential. Furthermore, it
is not easy to specify the excess charge at the electrode
surface induced by the electric field.

In principle, it is no problem to consider charged sys-
tems in periodic DFT calculations. However, due to the
fact that the energy of a charged infinite periodic sys-
tem diverges, any excess charge has to be counterbal-
anced. Typically, a neutralizing charge background is
automatically assumed in periodic DFT calculations by
omitting the G = 0 term in the Fourier expansion of the
electrostatic energy. However, an uniform charge back-
ground can lead to artefacts in the one-electron poten-
tial, namely a quadratically varying potential [12]. On
the other hand, the influence of this artefact is strongly
reduced due to screening effects in regions such as at
the metal-water interface where polarizable atoms and
molecules are present [12]. This makes this approach ap-
plicable for the description of processes at electrochem-
ical interfaces [11, 12, 56, 57]. Still, another problem is
present. Because of the absence of any charge-free vac-
uum region, there is no direct way to specify the work
function and thus the electrode potential. Still it is pos-
sible to derive the corresponding electrode potentials in-
voking a so-called double reference method [12]. Further-
more, the total energy has to be corrected with respect
to the electrostatic interaction of the ions and electrons
with the uniform charge background.

An elegant method that avoids the introduction of
additional charges has been proposed by Rossmeisl,
Nørskov and coworkers [14, 18]. In this approach, neutral
atoms or molecules that act as electron donors or accep-
tors are explicitly added to the electrolyte. So far, this
has be done by introducing additional hydrogen atoms to
the water-metal interface [14, 18] leading to solvated pro-
tons whereas the electrons move to the metal electrode
since there are empty states at the Fermi energy. By
changing the hydrogen concentration, the surface charge
and hence the electrode potential can be varied. This
leads to a realistic description of the electrochemical in-
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FIG. 6: Laterally averaged one-electron potential of a sym-
metrically constructed metal-water slab for varying electron
numbers and explicite Gaussian-shaped counter electrode in
the middle of the supercell.

terface since the excess charge at the electrode is bal-
anced by counter ions in the Helmholtz layer. Still, these
counter ions might directly interact with any reacting
species so that it is hard to disentangle electric field ef-
fects from interaction effects which is a prerequisite for
an understanding of the fundamental factors underlying
electrocatalysis.

As an alternative approach, a counter electrode may
be explictly considered, for example as a localized pla-
nar charge distribution with a Gaussian profile perpen-
dicular to the surface [15, 58–61] or by putting a per-
fect conducting continuum with a non-vanishing surface
charge above the slab in a two-dimensional periodic ap-
proach [13, 16, 17]. Thus the reconstruction of charged
surfaces [58, 59, 61] or the structure of water under acidic
conditions [16, 17] was addressed. This approach allows
to disentangle field-induced effects from coverage effects.
Furthermore, it avoids any artefacts in the one-electron
potential due to the presence of the uniform charge back-
ground anywhere in space. In order to determine the
electrode potential in this method, the charge can be re-
lated to the potential via experimentally derived capac-
ities [59] or in the presence of several water layers from
the potential profile inside of the water bulk region [17].

We have implemented such a Gaussian-shaped counter
electrode

ρce(r) =
q√
2πσ

exp (−z − z0
2σ

)2 , (8)

in the VASP code [23]. Here q is the total charge of the
counter electrode and z0 corresponds to the position of
the counter electrode. The width of the Gaussian charge
distribution is given by σ which has been chosen to be
numerically convenient. In practice, σ = 0.1 Å is suffi-
cient to avoid any error due to the discretization of the

charge in reciprocal space. The resulting laterally aver-
aged one-electron potentials for different excess electron
numbers for a symmetric slab covered by one water-layer
are illustrated in Fig. 6. Note that the excess charge due
to the additional electrons is exactly compensated by the
counter electrode.

Inside the metal slab, the potential is just shifted due
to the screening of the electric field at the metal surface.
The electric field strength in the vacuum region can be
deduced from the slope of the linear regions. It is obvious
that there is an upper limit of the charge of the counter
electrode for positive charge. If this charge becomes large
enough that the potential in the regions between the slabs
drops below the Fermi energy, there would be an artificial
electron transfer from the metal slabs to the counter elec-
trode. Note that although the counter electrode and the
considered atoms are separated in space, there is still a
direct electrostatic interaction between the electrons and
the ion core with the counter electrode. The resulting to-
tal energy has to be corrected for this interaction. This
is done in an analogous way as described by Taylor et
al. [12]. Furthermore, the energy has also to be corrected
to account for the different number of electrons in each
system. The electrons are assumed to be in equilibrium
with a reservoir given by the electrochemical potential µ.
Thus the total grand canonical free energy energy, except
for entropic effects is given by

Efree = E + µq , (9)

where E is the total energy from the DFT calcula-
tions corrected for the electrostatic interaction with the
counter electrode, and q is the total charge of the
electron-ion system. The electrochemical potential µ has
been taken with respect to the reference system with
q = 0.

It is obvious from Fig. 6 that there is no extended
field-free region in this implementation so that no vac-
uum level can be defined. This also means that no work
function and hence no electrode potential [62] can be di-
rectly deduced. Our implementation shares this problem
with the approach in which the counter electrode is rep-
resented by a uniform compensating charge background.
For this latter approach, a double-reference method to
specify the electrode potential was proposed [12]. A sim-
ilar method is also possible for our implementation, it is
currently under construction.

For the moment being, we will use a simple approxi-
mate approach to estimate the electrode potential corre-
sponding to a certain charge of the counter electrode and
a given configuration of the considered system. We as-
sume that the electrode potential at the electrochemical
double layer reaches a stationary value already above the
first water layer. We choose this location as the position
zref at which all potential curves cross (see Fig. 6) . The
difference between the potential at this reference point
and the Fermi energy can be regarded as a measure of
the work function

Φ = v (zref )− εF (10)
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FIG. 7: Free energy (9) as a function of the electrode poten-
tial vs NHE for the H-up and H-down water layer on Pt(111).
The curves correspond to a quadratic fit to the values (trian-
gles) calculated for a

√
3×
√

3 surface unit cell. In addition,
the potential at zero excess charge corresponding to the work
function is included.

The electrode potential U of the water-covered metal slab
relative to the normal hydrogen electrode (NHE) can be
estimated [12, 14, 62] by

U = Φ− ΦNHE . (11)

In the following, we will assume ΦNHE = 4.44 V [63].
We are aware that our procedure to specify the elec-
trode potential is only approximate, however, here we
will only present some preliminary results to demonstrate
the usefulness of this implementation. In passing, we
note that the fact that there are still several different
approaches to model varying electrode potential is an
indication that the first-principles description of electro-
chemical electrode-electrolyte interfaces is still in its in-
fancy. This means that there is still room to develop new
theoretical and numerical approaches which makes this
field rather exciting.

As a first application, we will consider the stability of
the H-up and H-down layer on Pt(111) as a function of
the electrode potential. For water on Pd(111) [64] and on
Pt/Au(111) [10], the transition between these two phases
was already studied using DFT methods. Note, however,
that these ice-like water structures are not stable at room
temperature. In Fig. 7, the free energy (9) is plotted as
a function of the electrode potential vs NHE for these
two different water layers. Towards negative potentials,
the range is limited in order to avoid the artificial elec-
tron transfer to the counter electrode for large positive
charges.

The difference in the adsorption energies of the H-up
and the H-down structure per water molecule without
any applied electric field is only 0.04 eV [20]. Due to the
strong difference in the their work functions, these two
structures are not at the same potential. The correspond-

FIG. 8: (a) Free energy (9) as a function of the electrode
potential vs NHE for a water bilayer on Pt(111) with an ad-
sorbed hydrogen atom (Had + H2O) and with a solvated pro-
ton in the water bilayer (H3O+). (b) Difference Efree(Had +
H2O) - Efree(H3O+) between the two curves in (a) denoted
as adsorption energy together with a linear fit.

ing values of the free energies are indicated by the per-
pendicular lines in Fig. 7. According to our calculations,
above -0.06 V vs NHE, the H-up structure should be sta-
ble. This compares nicely with the value for Pd(111),
where the phase transition occurs at -0.14 V vs NHE [64].

As a second example, we will address the Volmer reac-
tion (2) H3O+ +e− ↔ Had +H2O, using an ice-like water
bilayer on Pt(111) in a 2

√
3×2
√

3 geometry. Without any
external electric field, the adsorption of hydrogen on the
metal electrode (Had) within this set-up is 0.23 eV less
favorable than the incorporation of the hydrogen atom
in the water bilayer leading to H3O+.

The free energies of both structures as a function of
the electrode potential vs NHE are plotted in Fig. 8(a).
The difference Efree(Had + H2O) - Efree(H3O+) plotted
in Fig. 8(b) can be regarded as an adsorption energy of
the hydrogen atom with respect to a proton in solution.
Apparently, the adsorption energy is approximately a lin-
ear function of the electrode potential. According to our
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calculations, the equilibrium of the Volmer reaction is at
about -0.08 V vs NHE, that means rather close to the
equilibrium of the hydrogen evolution. This also means
that the hydrogen evolution on Pt(111) with the inter-
mediate adsorbed hydrogen state is essentially thermo-
neutral. This has been recognized as an indication why
Pt is an excellent catalyst for the hydrogen evolution [50].

V. CONCLUSIONS

There are quite significant challenges in the first-
principles description of reactions in electrocatalysis due
to the presence of the electrolyte at the electrode surface
and varying electrode potentials. Still, the water/metal
interface at finite temperatures can nowadays realistically
be modeled using ab initio molecular dynamics simu-
lations. Furthermore, there are different promising ap-

proaches to describe varying electrode potentials in pe-
riodic DFT calculations. We implemented a scheme in
which a Gaussian-shaped planar counter electrode is ex-
plicitely considered and presented first results with re-
spect to the hydrogen evolution on Pt(111). Although
we still use a preliminary method to specify the corre-
sponding electrode potential, our first results are in good
agreement with previous theoretical studies.
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