
O2 Adsorption Dynamics at Metal Surfaces:
Non-Adiabatic Effects, Dissociation and
Dissipation

Christian Carbogno, Axel Groß, Jörg Meyer, and Karsten Reuter

1 Introduction

Without doubt the interaction of oxygen with metal surfacesis of tremendous tech-
nological importance in, e.g., heterogeneous and electro-catalysis or corrosion [1].
However, also on a conceptual level the oxygen-metal interaction is a multi-faceted
and highly challenging topic: Next to H2 at metal surfaces, dioxygen is often viewed
as the ”next higher level of complexity” in studying gas-surface interaction and gas-
surface dynamics. While this increase in complexity when changing from one first-
row diatomic to one from the second row might seem marginal atfirst glance, there
are in fact several issues that already each alone, but even more so when combined,
render in particular its quantitative theoretical description a still in parts elusive hall-
mark: To begin with, the quenching of the spin-triplet ground state of gas-phase O2

into a singlet state upon adsorption at most metal surfaces is governed by strict spin-
selection rules, which give rise to a complex spin-flip dissociation dynamics that is
inherently non-adiabatic. An appropriate account of concomitant spin-transitions (or
their absence) or strong electron-hole pair excitation in the high-dimensional surface
dissociation process is thus already a first cornerstone that needs to be mastered. As
a second ingredient the potential energy surfaces (PESs) underlying this process can
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be considerably more complex as e.g. compared to those for H2 at metals, owing to
theπ-orbital involving chemical bond of O2. The contracted, localized character of
the O2 orbitals represents furthermore still a significant challenge to contemporary
first-principles electronic structure theories, which forthe surface dissociation pro-
cess need to simultaneously describe the delocalized metalelectrons in appropriate
large supercell geometries. Last, but not least, O2 dissociation at most metal surfaces
is a highly exothermic process, releasing typically several electron volts that need to
be dissipated into the system. This is a staggering amount ofenergy in light of the
two major dissipation channels, e-h pairs and phononic degrees of freedom. To ac-
count for the latter of the two, at least the substrate motionin the immediate vicinity
of the impact point needs to be included in the modeling, coupled to some appropri-
ate form of heat sink to also correctly describe the adsorbate dynamics ensuing the
dissociation.

In spite of all these problems and challenges, there has recently been significant
progress in the detailed description and understanding of the O2 adsorption dynam-
ics on metal surfaces. In this chapter, we will review this progress, using case studies
primarily from our own work to illustrate the aforementioned major issues in the O2
adsorption process. Much of the understanding with respectto the spin flip dynam-
ics has evolved around the O2 at Al(111) system, where only an explicit account
of the suppressed triplet-singlet transition could reconcile first-principles dynamical
simulations with the experimentally measured low stickingcoefficient for thermal
molecules. This non-adiabatic hindrance is particularly pronounced at the Al(111)
surface due to the inefficiency of both coupling mechanisms generally discussed to
relax the spin selection rules: The low mass number of Al leads to a small spin-orbit
coupling and the low Al density of states (DOS) at the Fermi level prevents effi-
cient spin quenching through the tunneling of electrons between substrate and ad-
sorbate. Once understood, this obviously dictates trend studies involving substrates
with higher mass number and/or higher Fermi-level DOS to disentangle the two
mechanisms. In this respect we will proceed with a discussion of corresponding
work that has addressed the O2 dissociation at a heavier transition metal surface,
namely Pd(100).

The intricate adsorption dynamics resulting from the PES complexity is proto-
typically highlighted by work at the Pt(111) surface. Here,oxygen molecular phy-
sisorption and chemisorption as well as atomic adsorption states exist. The actual
adsorption process proceeds then typically in two steps, where the O2 molecules
first become trapped in molecular chemisorption states, andonly then the molecules
dissociate due to thermal fluctuations. These details can, of course, only be captured
by explicit dynamical simulations, which reveal the energytransfer between the dif-
ferent degrees of freedom. For initial trapping as at Pt(111) the crucial transfer is
predominantly the one into O2 internal degrees of freedom (vibrational excitation).
For the ensuing dissociation process with its concomitant enormous energy release
the transfer into substrate degrees of freedom instead becomes the central aspect.
Obviously, the efficiency with which this transfer into either e-h pairs or phononic
excitations occurs sensitively determines the adsorbate dynamics at and after the
dissociation point. This and the longer term energy dissipation into a realistic metal
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Fig. 1 The left sketch shows the O2’s molecular orbitals (MOs) in energetic order as obtained
from the symmetric and antisymmetric combination of the single oxygen’s orbitals. All MOs up to
the two-fold degenerate 2πp orbitals are completely filled, whereas the two-fold degenerate, gray
shaded anti-bonding 2π∗

p orbitals are half filled. The resulting six possible configurations for these
valence orbitals are shown on the right, whereby the quantumnumbers of the projected angular
momentumΛ and of the total spinS are also given if possible. Finally, the pairs of determinants
which have to be combined to yield correct electronic statesare also denoted.

bulk has first been analyzed in detail for O2 at Pd(100), which already by itself
demonstrates again the intriguing richness of novel aspects that appear when simply
moving ”from one diatomic to another”.

2 The Free Oxygen Molecule

It is a well-known fact that the O2 molecule plays a prominent role in the circle of
life as a highly available oxidation partner. Noteworthy enough though, it behaves
rather inert in the gas-phase in spite of its open-shell triplet (diradical) character,
if the other reactant and the product are spin singlets. The reason for this behav-
ior is the constraint of overall spin conservation as first formulated by Wigner [2].
To clarify this point, we will first discuss the electronic ground and excited states
of O2 qualitatively in terms ofmolecular orbitals(MOs). In a second step, we will
then discuss the ability of quantum chemical and density-functional theory (DFT)
methods to describe these electronic states and so to reproduce the experimental
measurements.

The electronic configuration of a single oxygen atom is 1s22s22p4, which ac-
cording to Hund’s rules [3] leads to a3P ground state. In an oxygen molecule, the
respective atomic orbitals couple to bonding and anti-bonding MOs (see Fig. 1). For
the energetically lowest electronic states of the O2 molecule all MOs up to the 2π∗

p
level are completely filled, while the 2π∗

p MOs that comprise the two degenerate
orbitalsφx ∼ 2px−2px andφy ∼ 2py−2py are half filled. As shown schematically
in Fig. 1, there are six distinct possibilities to arrange the two residual valence elec-
trons in these 2π∗

p orbitals. The correct molecular wave functions must, however,
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be an eigenfunction of the angular momentumL2 and of the spin momentum op-
eratorS2 as well. To fulfill this condition, the wave function must forinstance not
change when any two antiparallel spins are pairwise flipped in the valence orbitals.
This so calledstatic correlationis accounted for in the pairwise symmetric and an-
tisymmetric combinations of the individual Slater determinants, which eventually
yield the correct wave functions for the oxygen molecule1:

a)1∆g : Ψ s
1 =

1
2

(φxφx−φyφy) (|↑↓〉− |↓↑〉) (1)

b) 1∆g : Ψ s
2 =

1
2

(φxφx + φyφy) (|↑↓〉− |↓↑〉) (2)

c) 1Σ+
g : Ψ s

3 =
1
2

(φxφy + φyφx) (|↑↓〉− |↓↑〉) (3)

d) 3Σ−
g : Ψ t

4 =
1
2

(φxφy−φyφx) (|↑↓〉+ |↓↑〉) (4)

e)3Σ−
g : Ψ t

5 =
1√
2

(φxφy−φyφx) |↑↑〉 (5)

f) 3Σ−
g : Ψ t

6 =
1√
2

(φxφy−φyφx) |↓↓〉 (6)

As long as spin-orbit coupling is neglected, these six wave functions correspond to
three energetically distinct electronic states: the threefold degenerate triplet ground
state3Σ−

g , the twofold degenerate first excited singlet state1∆g that is experimen-
tally found to be 0.975 eV higher in energy [4], and the secondexcited singlet
state1Σ+

g , 1.624eV above the ground state [4].
As shown above, the1∆g and1Σ+

g state of the oxygen molecule are represented
by the superposition oftwo Slater Determinants – even in the independent elec-
tron, molecular orbital picture. Such electronic configurations are typically referred
to asmulti-referencestates. The resultingstatic correlationis not well described
by common functionals of DFT [5], as highlighted by the fact that the singlet1∆g

and1Σ+
g states as well as the low-spin3Σ−

g state exhibit the exact same electronic
and magnetization densities.

2.1 First-principles Calculations of the Free Oxygen Molecule

Determining the properties of even an isolated oxygen molecule thus represents al-
ready a significant challenge to first-principles electronic structure techniques. This
is illustrated in Tab. 1, were quantum chemical calculations at different levels of the-
ory are compared with experiment. In detail, the followingab initio wave-function
based methods have been employed:Unrestricted Hartree-Fock(UHF), Restricted
Open-Shell HF(ROHF), Multi-configuration Self-Consistent Field(MCSCF) with

1 The usual shortened textbook notationφxφy |↑↓〉 = φx(1)φy(2) |↑ (1)〉 |↓ (2)〉 has been employed.
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the smallest number of Slater determinants compatible withthe symmetry of the
electronic state,Complete Active Space SCF(CASSCF) with fully occupied 1σs

and 1σ∗
s states as well as fixed spin and orbital momentum,Full Valence Configu-

ration Interaction(FVCI) [6], CI with Single and Double Excitations(CISD) with
“frozen” core 1σs and 1σ∗

s orbitals and Multi-Reference CISD (MRCI) calculations,
for which the CASSCF wave functions served as a reference. Furthermore, results
of DFT calculations with various (semi-)local exchange-correlation (xc) function-
als (LDA [7], PW91 [8], PBE [9], RPBE [10]) are included.

The equilibrium oxygen-oxygendistancedeq is already well-reproduced using the
single-determinant Hartree-Fock methods. This is not too surprising due to the sin-
gle determinant character of the O2 ground state. The vibrational frequency shows
a larger relative error due to its higher sensitivity on the shape of the potential en-
ergy curve (PEC) away from the minimum. The stepwise introduction of further
correlation in the FVCI, CISD, CASSCF and MRCI methods yields almost perfect
agreement with the experimental data though. This is, however, not the case for the
binding energyEb, which is also listed in Tab. 1. Pure Hartree-Fock methods fail
dramatically – predicting a binding energy almost 4 eV lowerthan the experimental
value. Even the more sophisticated methods do not yield “chemical accurate” re-
sults. A large portion of this error in the computed binding energy is caused by the
lack of size consistency in truncated CI methods [15], as canbe seen from the bind-
ing energy determined with respect to two oxygen atoms at large distance (MRCI
PEC). Yet, even when accounting for such effects, an accurate reproduction of the
experimental binding energy can only be achieved via the inclusion of higher order
excitations [16].

Method deq (Å) ωo( cm−1) Eb (eV) ∆E∆
TS (eV) ∆EΣ

TS (eV)
UHF 1.153 2002 -1.441 2.323 –
ROHF 1.146 2045 -1.195 1.722 –
MCSCF 1.146 2045 -1.195 1.286 2.549
CASSCF 1.213 1540 -3.909 0.956 1.477
FVCI 1.177 1808 -3.857 1.095 1.953
CISD 1.187 1718 -4.098 0.923 1.576
MRCI 1.204 1586 -4.564 0.961 1.612
MRCI (PEC) – – -4.933 – –
DFT, LDA 1.218 1632 -7.258 1.016
DFT, PW91 1.230 1565 -6.038 1.090
DFT, PBE 1.230 1565 -5.945 1.125
DFT, RPBE 1.232 1550 -5.574 1.155
experiment [11] 1.207 1580 -5.116 – –
experiment [12] – – -5.123 – –
experiment [4] – – – 0.975 1.624
experiment [13] – – – 0.981 –

Table 1 Calculated equilibrium molecular bond lengthsdeq, vibrational frequenciesωo and bind-
ing energiesEb of the O2 molecule in its3Σ−

g ground state at different levels of theory. The excita-
tion energies for the1∆g and1Σ+

g states are listed in the two rightmost columns. All calculational
details can be found in Ref. [14].
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In light of these facts it might seem surprising that DFT is able to reproduce the
basic structural propertiesdeq andωo of the oxygen molecule quite satisfactorily
even at the (semi-)local level of theory. A far too high binding energy is, however,
predicted by the DFT calculations: The LDA result is off by more than 2 eV, the
PW91 and PBE calculations by∼ 1 eV. Not too surprisingly, the best agreement
with experiment is achieved with the RPBE functional [10], i.e., a slightly altered
version of the PBE functional. In this particular GGA-functional the functional form
of theexchange enhancement factoris modified to reproduceOptimized Exchange
Potentialsimulations [17] for a variety of elements including oxygen[18] while still
fulfilling the local Lieb-Oxford inequality [19] for all generalized gradients [10].
Still, even this “optimized” functional exhibits an error of ∼ 0.5 eV in the binding
energy.

The problem gets even more complex for the excited singlet states: As discussed
in the introduction, multiple determinants are actually required in the simulation of
the 1∆g and1Σ+

g states; hence the single determinant Hartree-Fock methodscan-
not yield correct results by construction. Accordingly, the resulting triplet-singlet
gap∆E∆

TS is by far too large in the UHF and ROHF methods due to the additional
electrostatic repulsion induced by forcing the electrons to occupy either theφx or
theφy orbital. Often in HF routines, the1Σ+

g state is not accessible at all, since the
single Slater determinants that would exhibit the correct symmetries are not eigen-
functions of the total spin operator [14]. Naturally, this problem can be overcome in
multi-reference methods, whereby the inclusion of furthercorrelations eventually
leads to an almost perfect agreement between experiment andthe MRCI calcula-
tions. The inclusion of multiple reference states is not straightforwardly possible in
DFT calculations, though. Nevertheless, the excited singlet states can be accessed in
DFT by reverting to thespin-unpolarizedformulation of DFT, in which a “closed-
shell” configuration is inherently enforced. Obviously, such an occupation pattern
cannot be achieved by distributing the two available valence electrons on the four
accessible 2π∗ states. By means offractional occupation numbers[20] such a con-
figuration can nevertheless be obtained. In this case, each of the available states in
theφx andφy molecular orbitals is occupied withhalf an electron, which results in
a superposition of the1∆g and1Σ+

g states. Accordingly, the DFT calculations (see
Tab. 1) cannot discriminate between the two singlet states and thus will never yield
the correct, lower lying1∆g state [21].

2.2 Transition Probabilities and Lifetimes

As the triplet-singlet transition is a central feature of the O2 dissociation process at
metal surfaces, let us further analyze the lifetimes of the two excited singlet states
of gas-phase O2 in some more detail. Radiative decay from the lower-lying singlet
states into the ground state is strongly suppressed due to the ∆S= 0 selection rule
that applies to all electromagnetic transitions. Additionally, restrictions for∆ ↔ Σ
and for parity preservingg = u transitions exist as well [11]. These selection rules
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Fig. 2 Absolute values of the triplet-triple (TT), triplet-singlet (TS) and singlet-triplet (ST) spin-
orbit coupling matrix elements for the3Σ−

g , 1∆g, 1Σ+
g , 3Πg, 1Πg states of the oxygen molecule. The

single data points are separated by 0.025Å from each other for oxygen-oxygen distances smaller
than 1.5 Å and by 0.01 Å for larger distances.

result in experimental lifetimes of about 12 seconds [22] for the 1Σ+
g state and of

72 minutes [4] for the1∆g state in the gas phase. The latter transition is correspond-
ingly often referred to as themost forbidden transition in nature[23]. Notwith-
standing, “most forbidden” does not mean completely forbidden: As a matter of
fact, spin-orbit couplingVSOC leads to a (minute) mixing of states with different mul-
tiplicity and thus to a partial invalidation of the∆S= 0 selection rule. In a simplified
first-order perturbation type picture, the lifetime can be estimated by evaluating the
spin-orbit coupling matrix elements and relating them to the experimental energy
gaps∆EΣ

TS. A less approximative assessment of these coefficients can be performed
by diagonalizing the complete interaction matrix for the spin-orbit coupling [24].
The absolute values of these matrix elements are plotted in Fig. 2. As shown there,
the coupling of the3Σ−

g state to the1Σ+
g state is a slightly decreasing, almost con-

stant function of the oxygen-oxygen distance. In contrast thereto, all other matrix
elements exhibit more or less strong wiggles for distances larger than 1.6 Å. These
oscillations and discontinuities are caused by the avoidedcrossings of the respective
Π states, to which all these matrix elements couple.

Since the spin-orbit coupling mixes states with different multiplicity, but not
states with different inversion symmetry, electric dipoletransitions from the1Σ+

g or
the1∆g state to the triplet3Σ+

u ground state are still forbidden due to theg↔ u selec-
tion rule. The next possible, parity preserving transitionmechanism is themagnetic
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dipoleoperator

M =
µB

h̄
(L+geS) (7)

which leads to inverse lifetimes

1
τ

=
α5ω3h̄2 f

3µ2
B

|〈Ψini|M |Ψfin〉|2 , (8)

in which µB denotes the Bohr magneton,ge the gyromagneticg-factor for the elec-
tron, α the fine-structure constant,ω the transition frequency,f the degeneracy of
the final state andΨini, Ψfin the initial and final state, respectively. For both the1Σ+

g

and the1∆g state, applying this expression to high-level theory matrix elements
leads to lifetimes in excellent agreement with experiment [4, 25], as illustrated in
Table 2.

3 Electronically non-adiabatic adsorption dynamics

The ground-state oxygen molecule with its peculiar electronic structure featuring
two unpaired electrons represents a diradical. Typically,such species are known to
exhibit a high reactivity. Still, in spite of the fact that the atmosphere consists to 20
percent of this thus nominally reactive species oxygen, airseems to be relatively
inert. This is due to the discussed spin selection rules, which lead to a weak inter-
action of the triplet oxygen with matter that is predominantly in the singlet state.
Since the spin transition from triplet to singlet oxygen is typically strongly sup-
pressed, the oxygen molecule often remains in its triplet state when interacting with
matter, even if a spin transition results in an energetically more favorable state. Ob-
viously, one may suspect that this must also have direct consequences on the actual
interaction dynamics of O2 molecules with metal surfaces – unless there are other
mechanisms that efficiently quench the spin-flip limitations. As kind of an evergreen
in the gas-surface dynamics community a critical role of corresponding electroni-
cally non-adiabatic effects has in fact been conjectured for many surfaces. Probably

τΣ (s) Reference
11.16 MRCI [14]
11.11 MRCI, exp.∆EΣ

TS [14]
11.24 experiment [22]
11.3 experiment [4]
11.65 MRCI [26]
12.59 CASSCF, linear response [27]

τ∆ (s) Reference
5799.30 MRCI [14]
5542.48 MRCI, exp.∆E∆

TS [14]
3875.96 experiment [28]
4347.82 experiment [25]
5271.48 MRCI [26]
5263.16 MRCI [29]

Table 2 Lifetimes τΣ andτ∆ for the 1Σ+
g and the1∆g state, respectively: All values refer to the

decay in the triplet ground state. Additionally, lifetimescalculated by employing the experimental
energy gaps are given.
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the system for which such effects have been most intensivelystudied (but still not
completely validated) is the dissociative adsorption of oxygen at Al(111), which is
why we begin our survey with this particular system.

3.1 Dissociative Adsorption of Oxygen on Aluminum(111):
Hindered Spin-Transition

The initial oxidation of the lowest-energy (111) surface ofaluminum exhibits quite
a number of peculiar features that have puzzled researchersover the last decades.
First and foremost, experimental findings [30] show that thedissociative adsorption
probability at the clean aluminum surface is approximately1% at room tempera-
ture, but no state-of-the-art adiabatic theory has yet found any indications for a cor-
responding activated nature of the O2-Al(111) interaction. Such severe discrepancy
between theory and experiment for such an elemental processis rather alarming:
Clearly, only a theory that correctly reproduces and explains the low initial adsorp-
tion probabilityS0 of thermal oxygen molecules can serve as a basis for further
studies of more complex phenomena, such as the dynamics of the individual oxy-
gen atoms closer to or at the surface [31, 32, 33].

As shown in Fig. 3 the experimentally measured initial sticking coefficientS0

exhibits a typical “S”-shape [30]. This fact strongly suggests that the underlying
dynamics isactivated[34], i.e. thateach possible pathway towards dissociation is
energetically hindered by a barrier on the respective PES. However, an almost com-
plete absence of barriers has been found in theoretical investigations based upon
adiabatic semi-local DFT methods [35, 36]. As a consequence, molecular dynamics
simulations on such adiabatic PESs yield a constant sticking coefficient of 100%
even for thermal molecules, as shown in Fig. 3. In view of the discussed spin-
selection rules a possible explanation for this dramatic discrepancy between ex-
periment and theory is the occurrence of non-adiabatic spin-flips in the dissociation
dynamics. Whereas the initially separated molecule-surface system is in an overall
spin triplet state, the oxidized surface is in an overall spin singlet state, so that a
spin-transition must occur along the pathway of the oxygen molecule. If spin selec-
tion rules are as discriminating in this process as they are for transitions in the gas
phase (see Sec. 2.2), the overall spin configuration cannot relax into a singlet state
as soon as this becomes energetically favorable during the adsorption process (see
Fig. 3). To model such a limitation, Behleret al. [37, 38] calculated a “triplet PES”
for this system, by enforcing a constant number and spin alignment of the oxygen
electrons through a constrained DFT approach. On this special PES, barriers are
present for each possible pathway towards dissociation andrespective molecular
dynamics simulations relying on this potential yield indeed an “S”-shaped sticking
coefficient (see Fig. 3).

While encouraging in their agreement with the experimentaldata, this approach
provides, of course, only an indirect evidence for the relevance of spin-transitions.
Furthermore, the chosen spin-triplet-only model for the description of the reac-
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tion is intrinsically flawed, since the oxygen molecule can never reach the cor-
rect final spin-singlet state. To overcome this limitation and so to directly in-
clude non-adiabatic spin-flip transitions in the description of the reaction, Car-
bognoet al. [39, 40] continued on this approach and performed mixed quantum-
classical (MQC) simulations for the dynamics on multiple potential energy surfaces
in terms ofTully’s Fewest Switches Surface Hoppingalgorithm [41]. In principle,
the study of such non-adiabatic effects would require a concurrent quantum treat-
ment of both the electronic and the nuclear degrees of freedom. Such a full quan-
tum approach is, however, computationally prohibitively costly in the description
of adsorption processes on surfaces. For the investigationof non-adiabatic effects
in molecule-surface processes [42, 43], mixed quantum-classicalSurface Hopping
algorithms [41, 44, 45] represent instead a viable and accurate alternative at a frac-
tion of the computational cost: In these approaches, the nuclei are typically treated
classically, i.e., they move onone PES (associated toone distinct electronic state) in
each time step. As it is the case in traditional molecular dynamics (MD) algorithms,
the classical trajectory of the nuclei is thus determined bystepwise numerical in-
tegration of the Newtonian equations of motion. InSurface Hoppingalgorithms,
the evolution of thedensity matrixfor all electronic states associated to a PES is
determined on top of that by integrating the time-dependentSchrödinger Equation
for this multi-level system along the classical trajectoryof the nuclei. The thereby
computed diagonal elements of the electronic density matrix, i.e., the occupation
numbers of the individual electronic states, allow the introduction of physically mo-
tivated transitions between the various PESs. When such a “switch” takes place, the
PES associated to the new electronic state will determine the classical motion of
the nuclei for all subsequent time steps – until the next “switch” occurs. InTully’s
Fewest Switchesalgorithm, which is one of the most wide-spread and successful
Surface Hoppingmethods, such “switches” are carried out randomly under thecon-
straint [41] that the correct statistical distribution of state populations given by the
occupation numbers is maintained at all times with as few switches as possible.

Carbognoet al. utilized this algorithm to clarify the role of non-adiabatic spin-
flips in the dissociative adsorption of oxygen on the (111) surface of aluminum. By
including not only the aforementioned “triplet” PES, but also a “singlet” PES [37,
38] in these mixed quantum-classical (MQC) simulations, they were able to cor-
rectly describe both the initial and the final state of the reaction, as shown in Fig. 3.
An accurate description of the electronic transitions is hereby achieved by deriving
a lower and an upper bound (Vmin/Vmax) for the electronic coupling between the triplet
and the singlet stateVts from first-principles calculations of the spin-orbit coupling
of an isolated O2-molecule [40] and from the adiabatic PES [39], respectively.

As shown in Fig. 3, such MQC simulations of the sticking coefficient at nor-
mal incidence lead to the same qualitative behavior as foundbefore by Behleret
al. [37, 38] with classical MD simulations on the “triplet” PES alone: At small in-
cident energies, non-adiabatic spin-flips play no role at all, since the molecules are
repelled on the “triplet” PES before being able to reach the triplet-singlet cross-
ing seam. At medium incident energies, a notably larger dissociation probability is
found in the MQC simulations compared to MD though. Molecules that would not
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Fig. 3 The left plot shows the sticking coefficientS0 as computed by molecular dynamics (MD)
on the adiabatic and on the triplet potential energy surfaceand by mixed quantum-classical (MQC)
simulations for the minimal and maximal coupling, respectively. The respective experimental
data [30] is shown as well. The right figure shows the minimum energy pathway in the triplet state
and the corresponding adiabatic and singlet potentials fora dissociation over the fcc site with the
molecular axis aligned parallel to the surface in the geometry shown in the inlet. From Carbogno
et al. [39].

be able to overcome the barrier on the “triplet” PES can dissociate in MQC due to a
non-adiabatic spin-flip after reaching the triplet-singlet crossing seam. Not too sur-
prisingly, this increase of the sticking coefficient observed in the MQC simulations
is more pronounced for a larger electronic coupling. At highincident energies, the
MD and the MQC approach again yield similar results, since the molecules are able
to overcome the barrier regardless of the occurrence or absence of non-adiabatic
transitions.

Certainly, these MQC simulations further substantiate that non-adiabatic spin-
transitions are a possible explanation for the observed discrepancy between adia-
batic theory and experiment. However, they also demonstrate that the initial stick-
ing coefficientS0 is not particularly sensitive to such non-adiabatic transitions,
given that the shape ofS0 is largely determined by the barriers on the triplet PES
alone. Along these lines, one might even speculate that the discrepancy found be-
tween the adiabatic simulations and the experiment is not related to non-adiabatic
spin-transitions at all, but rather to shortcomings of the semi-local GGA exchange-
correlation functional employed in the DFT calculations for the PES. In spite of the
fact that a series of model studies for selected trajectories and/or finite aluminum
clusters seem to support such speculations [46, 47, 48, 49],this nagging doubt
is hard to settle in a rigorous fashion: On the one hand, studies of finite clusters
and/or selected trajectories hardly allow to draw conclusions with respect to the full
six-dimensional dynamics on the semi-infinite Al(111) surface; on the other hand,
calculations with more advanced exchange-correlation functionals (or alternatively
higher quantum chemical approaches) are at present computationally too involved
for a mapping of the six-dimensional PES in extended supercell geometries, let
alone that there is no clear candidate technique in sight that one would expect to
give a fully quantitative description of both the localizedO2 electronic structure and
the delocalized metal electrons.



12 Christian Carbogno, Axel Groß, Jörg Meyer, and Karsten Reuter

0 0.2 0.4 0.6 0.8 1
E (eV)

0

0.025

0.05

0.075

0.1

0.125

0.15

R
0 (

%
)

0 0.5 1
50

60

70

80

90

100

R
T
/R

0 (
%

)

(a)

singlet MD

V
ts
 = V

min

0 0.2 0.4 0.6 0.8 1
E (eV)

0

5

10

15

20

R
0 (

%
)

0 0.2 0.4 0.6 0.8 1
85

90

95

100

R
T
/R

0 (
%

)

(b)

singlet MD

V
ts
 = V

max

Fig. 4 Figs. (a) and (b) show the reflection coefficientR0 as computed by MQC simulations
for minimal and maximal coupling, respectively (see text).Additionally, the reflection coefficient
produced by MD simulations solely on the singlet PES is shownas reference. In the insets, the
respective relative yields of reflected triplet moleculesRT/R0 are shown as well. From Carbogno
et al. [40].

For this exact reason, Carbognoet al. proposed [39] to instead shift the focus
to the scattering of singlet oxygen molecules from the Al(111) surface, for which
they predicted unambiguous signatures for the occurrence of non-adiabatic spin-
transitions. The idea behind this proposition is that such non-adiabatic effects can
always be characterized by the conversion of electronic potential energy into nuclear
kinetic energy (or vice versa). In the case of the regular triplet O2 sticking coeffi-
cient, the kinetic energy gained due to the transition to thesinglet state is, however,
dissipated into the bulk and hence hardly accessible to precise experimental detec-
tion. This is not the case for the complementary process, i.e., the scattering of singlet
oxygen molecules. As shown in Fig. 4, MQC simulations predict a notable amount
of backscattered molecules for this process in spite of the fact that the singlet PES
does not exhibit any barriers at all. Even more importantly,the vast majority of the
reflected molecules are found in the spin-triplet state, since the interaction with the
surface strongly favors the relaxation to the electronic ground state. At low incident
energies, a notable fraction of trajectories undergoes such an electronic relaxation to
the repulsive triplet PES already while approaching the crossing seam, which in turn
leads to a tremendous increase of the reflection coefficientR0. These non-adiabatic
transitions go hand in hand with a conversion of electronic potential energy to nu-
clear kinetic energy, i.e., a characteristic heating of thevibrational and rotational
degrees of freedom in scattering [39, 40]. Such molecular excitations are directly
accessible to measurement. Thus performing the proposed experiment of scattering
singlet oxygen molecules at Al(111) would allow to unambiguously determine the
role of non-adiabatic spin-flips in the O2/Al(111) interaction.
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Fig. 5 Schematic illustration of electron-hole pair excitation during the impingement of a gas
particle on a metal surface. An electron is excited from an occupied state below the Fermi levelεF
to an unoccupied state above, resulting in an excited state commonly referred to as electron-hole
(e-h) pair.

3.2 Adsorption Dynamics of O2 at Pd(100): Weak Electronic
Non-Adiabaticity

As mentioned in the introduction the notion of a highly non-adiabatic dissociation
dynamics in the O2/Al(111) system was largely motivated by recalling that both gen-
erally discussed coupling mechanisms are largely suppressed: Spin-orbit coupling
is still weak owing to the low mass number of Al [40], while thelow Al density-
of-states at the Fermi-level minimizes a tunneling of electrons between substrate
and adsorbate. In this picture, it is instructive to contrast the O2/Al(111) findings
with a corresponding analysis of O2 at Pd(100). Not only is the mass number of Pd
significantly higher, thereby leading to stronger spin-orbit coupling. Moreover, with
Pd in any case close to fulfilling the Stoner criterion for band ferromagnetism [50],
Pd(100) is in particular the one surface orientation with highest density-of-state at
the Fermi-level [51, 52, 53, 54]. This suggests the dissociation dynamics to be pre-
dominantly adiabatic, a perception that receives support by an excellent agreement
of the computed adiabatic sticking coefficient with available experimental data [55].

Nevertheless, precisely the large number of states close tothe Fermi level could
also facilitate very efficient electron-hole pair excitations, cf. Fig. 5 - a view that has
been repeatedly emphasized by Tully and others [44, 56, 57, 58, 59]. The role of
such excitations in the adsorption dynamics might not be visible for a rather benign
quantity like sticking or might even simply be hidden due to fortuitous error cance-
lation e.g. with the underlying DFT energetics. From the perspective of energy dissi-
pation, however, they might be very important. As such, O2 dissociation at Pd(100)
is a most suitable model system to investigate such electronic non-adiabaticity due
to substrate degrees of freedom. With a chemisorption energy computed as 2.6 eV at
the DFT GGA-PBE level [60] the objective is thus to assess howmuch of this total
amount is dissipated into electron-hole pairs. In turn, this would then provide indi-
rect information on how relevant this channel is for the actual dissociation dynamics.
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When screening possible approaches to provide such a (semi-quantitative) estimate,
one unfortunately quickly realizes that the switch from the“fruit fly adsorbate”, i.e.
(atomic or molecular) hydrogen, to “another’ diatomic” (assketched in the intro-
duction) is not a trivial step also with respect to availablefirst-principles method-
ology [61]: The time-dependent Newns-Anderson model developed by Mizielinski
and coworkers has never been applied to other adsorbates than (atomic) hydrogen
[62, 63, 64, 65]. Even if parametrized based on DFT in the sameway as in that
work, it bears the risk of relying upon a too approximate description of the elec-
tronic structure for the semi-quantitative estimate desired here. Very accurate “di-
rect” ab initio simulation of electron-hole pair excitations within time-dependent
(TD-) DFT and Ehrenfest dynamics for the nuclei have also only been applied to
hydrogen atoms impinging on the (111) surface of aluminum due to the even for
this much simpler system almost intractable computationaldemands [66, 67, 68].
When therefore looking for more effective treatments, one has to recognize that ap-
proaches based on electronic friction theory [44, 69, 70, 71] depend critically on the
way how friction coefficients are calculated. When relying on the local density fric-
tion approximation (LDFA), an application in six-dimensional dynamical studies of
diatomics interacting with rigid surfaces is tractable [72], but has been criticized to
not be sufficiently accurate [73, 74]. More accurate calculations of electronic friction
coefficients are possible [75] and have proven very successful for the description
of electronic damping of adsorbate vibrational motion [76]. Notwithstanding, they
have never been used together with a high-dimensional adsorbate-substrate PES of
ab initio quality so far [77, 78]. More severely, already first applications within a
forced oscillator model (FOM) for the electrons of the substrate have revealed the
proper description of spin transitions as an intrinsic shortcoming of electronic fric-
tion theory [79, 80]. This, of course, makes any method basedon the latter highly
problematic when trying to describe the adsorption dynamics of oxygen molecules.

In this situation, a new approach originally proposed by Timmer and Kratzer
is highly appealing [81, 82]. It relies on perturbation theory applied to a TD-DFT
framework. For any considered trajectory of an impinging molecule the essential
idea is to approximate the real time-dependent effective potential by its counterparts
in a series of snapshots of the respective separate non-time-dependent ground state
problems. This motivates a Fermi’s golden rule type expression for the transition
probabilities, which yield spin-resolved excitation spectra when integrated along
trajectories. The total amount of energy dissipated into electron-hole pair excita-
tions is then obtained in a straight-forward fashion by energy weighted integrals over
these spectra. Applying this approach to the O2 interaction with Pd(100), Meyer and
Reuter focused on four selected (non-dissociative) trajectories [60], obtained from a
six-dimensional PES and chosen to span the range of possibleimpingements: Con-
trasted were side-on and head-on approaches over differenthigh-symmetry sites of
the Pd(100) substrate. Figure 6 compiles the correspondingresults for one of these
trajectories. As a first important insight, the energy loss and underlying e-h pair
spectra differed considerably for the different impingements, with the absolute loss
becoming larger the closer the molecule encounters the surface. This constitutes
already a nice confirmation of one of the key results of the electron friction work
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Fig. 6 Electron-hole pair excitations created by an O2 molecule impinging side-on above a hollow
site (h-para) as shown in the inset at the bottom. (a) PESVfsa along the trajectory given by the
reaction coordinateQ (neural network interpolation = black solid line, DFT inputdata = black
circles), as well as projections of the spin density onto thetwo constituting oxygen atoms (OA,
OB = dotted lines in shades of dark red, sum of OA and OB = light red solid line). (b) Evolution
of reaction coordinateQ(t) and corresponding velocitẏQ(t) with time t along the trajectory. (c)
Separate electron (at positive excitation energies) and hole (at negative excitation energies̄hω)
spectraPσ

ex,el(h̄ω) andPσ
ex,ho(h̄ω). (d) Total e-h pair spectrumPσ

ex(h̄ω) together with resulting total
dissipated energies. All spectra are for a half round trip with excitation energies̄hω relative to
the Fermi energy. Both majority (↑, violet) and minority (↓, blue) spin channels are shown. From
Meyer and Reuter [60].

of Juaristiet al. [72]: The importance of the high dimensionality of the molecule-
substrate interaction also extends to e-h pair excitations. A proper assessment of the
role of this dissipation channel thus needs to necessarily rely on a representative set
of impingement scenarios and not just one model trajectory.Notwithstanding, even
for the trajectory with the closest encounter to the surface, the total loss into e-h pair
excitations only yields about 80 meV. Even when tripling theinitial kinetic energy
of the impinging molecule, this “educated maximum estimate” is not changed sig-
nificantly. Consequently, the e-h pair excitation channel is unlike to dissipate more
than 5% of the total chemisorption energy. On the one hand, this is very much in
line with the findings of other studies going beyond single atoms at metal surfaces,
regardless of whether the impinging diatomic molecule carried a permanent dipole
moment (HCl on Al(111) [83]) or not (H2 on Cu(110), N2 on W(110) [72]), as well
as with the hitherto unsuccessful attempts to detect chemicurrents in experiments
over polycrystalline palladium [84]. On the other hand, it is remarkably low com-
pared to e.g. H impingement over the threefold hollow site ofAl(111). The latter
leads to a comparable release of chemisorption energy as in the O2/Pd(100) sys-
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tem, but the computed amount of energy taken up by e-h pairs was one order of
magnitude more, i.e. 1 eV (albeit likely favored by a penetration of the adsorbate
into the first substrate layer) [66]. In this situation it is difficult to arrive at a final
conclusion as to the relevance of electronic excitations inadsorption processes at
metal surfaces in general. With recent quantitative sticking coefficient calculations
for O2/Ag(111) finding no necessity to invoke electronic non-adiabaticity to ratio-
nalize the measurements [85], it seems, however, that with respect to the sticking of
O2 noticeable effects are at best restricted to alkali, alkaline earth or simple metals.
Indeed, for Mg(0001) and Al(111), a description of adsorption dynamics beyond the
Born-Oppenheimer surface within the simple model of Hellman has provided good
agreement with available experimental data [86, 87, 88].

4 Adiabatic dissociation dynamics and phononic dissipation

Even at surfaces, where electronic non-adiabaticity can befully dismissed, life does
not become any easier for the quantitative modeler aiming tostudy the O2 disso-
ciation dynamics. In comparison to e.g. the case of hydrogenat metal surfaces,
the PES underlying the dissociation dynamics is governed bycomplex metal-O2
π-orbital interactions and correspondingly much more structured. This leads to a
large degree of complexity involving the co-existence of molecular and atomic ad-
sorption states. Furthermore, the release of a rather sizable amount of chemisorption
energy (typically of the order of several eVs) dictates to extend the description be-
yond the molecular degrees of freedom. Instead of a mere 6D PES, as customary in
the traditional hydrogen dissociation studies, some account of heat dissipation into
the substrate phonon bath needs thus to be included in the model. This complexity
has to date only been met by a few seminal studies, and often using rather strong
approximations. As this survey cannot provide an exhaustive account anyway, we
will deliberately not cover more widespread qualitative approaches to include sub-
strate motion in dynamical studies, as e.g. surface oscillators [89] or generalized
Lagevin-type models [90]. Instead, the following selectedshowcases serve merely
to illustrate the complexity and new physics encountered when moving to the ”more
complex “diatomic”, as well as first attempts to describe heat dissipation more quan-
titatively.

4.1 Tight-binding molecular dynamics simulations of the
O2/Pt(111) adsorption dynamics

One of the first attempts to include a more quantitative treatment of phononic energy
dissipation into the modeling of the dissociation process concerned the O2/Pt(111)
system. Due to its substantial technological relevance, e.g. with respect to car-
exhaust catalysts [91] or for fuel cell electrodes [92], this system has been the ob-
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jective of a significant number of studies [93, 94, 95, 96, 97,98, 99, 100], rendering
it among the best studied systems in surface science.

At surface temperatures below 100 K, three molecular O2 adsorption states on
Pt(111) have been identified. Below 30 K, a weakly bound physisorbed species
exists [94]. Up to 100 K, two different kinds of molecularly chemisorbed states
are found [101, 102] which have been characterized as peroxo-like (O−2

2 ) and
superoxo-like (O−2 ), respectively. This assignment of the chemisorbed molecular
states has been confirmed by electronic structure calculations at the DFT-GGA
level [103, 104]. According to these calculations, the superoxo-like O2 species that
still has a magnetic moment corresponds to an O2 molecule adsorbed over the bridge
position with the two O atoms oriented towards the adjacent Pt atoms in a so-called
top-bridge-top (t-b-t) configuration, whereas the non-magnetic peroxo species has
been identified as O2 molecules adsorbed in a slightly tilted bridge-hollow-topcon-
figuration above the threefold hollow sites. Interestinglyenough, molecular beam
experiments yielded the rather surprising result that oxygen molecules do not dis-
sociate at cold Pt surfaces below 100 K [95, 98, 99], even at the highest accessible
kinetic energies of 1.4 eV which are much higher than the dissociation barrier.

The PES of O2/Pt(111) derived from DFT-PBE calculations [104] is illustrated
in Fig. 7 where two representative elbow plots are shown. They correspond to two-
dimensional cuts of the PES as a function of the O2 center-of-mass distance from
the surface and the O-O interatomic distance. Panel (a) presents the elbow plot of
the superoxo molecular precursor state located above the bridge site. The access
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from the gas phase is non-activated, i.e. it is not hindered by any barrier. The peroxo
states above the threefold hollow sites (not shown) which are energetically almost
degenerate with the superoxo state [103] can also be directly accessed from the gas
phase. Note that there is a large uncertainty with respect tothe choice of the GGA
functional, as far as the O2-Pt(111) interaction is concerned. Using the GGA-PBE
functional [8] the adsorption energy in the superoxo state is -0.6 eV [104] whereas
it is reduced to -0.1 eV [100] when the GGA-RPBE functional [10] is used.

As Fig. 7 demonstrates, the interaction of O2 with Pt(111) crucially depends on
the lateral position of the O2 molecule, i.e. the O2/Pt(111) PES is strongly corru-
gated. By shifting the molecule by about 1Å in lateral direction from the superoxo
configuration to a near-top site, the nature of the interaction is changed from at-
traction towards the molecular precursor (Fig. 7b) to strong repulsion with a barrier
towards dissociation of almost 1 eV (Fig. 7b), which is further increased to 1.3 eV
for O2 above the top position [104]. In addition, the PES is highly anisotropic,
molecules approaching the surface in an upright fashion experience pure repulsion.
Also rotations with the O2 axis parallel to the surface are strongly hindered for ex-
ample at the threefold hollow positions [104]. In fact, the majority of adsorption
channels are hindered by barriers; direct non-activated access of the molecular pre-
cursor states is possible for only a small fraction of initial conditions.

In molecular, i.e. non-dissociative adsorption, the impinging molecule can only
stay at the surface if it transfers its excess kinetic energyto the substrate degrees
of freedom. This means that in order to reliably determine sticking probabilities of
O2 on Pt(111), an accurate representation of the PES has to be coupled with an
appropriate modeling of surface recoil and energy dissipation. This requires to take
into account a rather large number of degrees of freedom in the simulations. To
date this can only been done in classical simulations since the computational effort
in quantum dynamical simulations rises exponentially withthe considered degrees
of freedom. In order to avoid the large cost of directab initio molecular dynamics
(AIMD) simulations, the first dynamical studies of the adsorption of O2 on Pt(111)
were performed using a tight-binding molecular dynamics (TBMD) scheme [105]
with the O-Pt interaction parameter derived from DFT calculations, describing the
adsorption in a periodic setup within ac(4×4) unit cell.

The sticking probabilities of O2/Pt(111) derived from the TBMD simulations [106,
107] are compared with the experiment in Fig. 8a. Although still quantitative dis-
crepancies between theory and experiment exist, the agreement is satisfactory. More
importantly, the TBMD simulations helped to clarify important dynamical aspects
of the O2/Pt(111) interaction. The experimentally observed initial strong decrease
of the sticking probability as a function of the kinetic energy was originally asso-
ciated with the trapping into a molecular physisorption state [98, 99]. However, the
potential energy surface on which the TBMD simulations werebased on did not ex-
hibit any physisorption well. Instead, the strong decreaseof the sticking probability
is caused by the strong suppression of steering [108] to the molecular chemisorption
well. Thus it is not the energy transferper sethat determines the trapping probabil-
ity as usual in molecular adsorption, but rather the probability to enter the molecular
chemisorption state.



O2 Adsorption Dynamics at Metal Surfaces 19

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
Kinetic energy (eV)

0.0

0.2

0.4

0.6

0.8

T
ra

pp
in

g 
pr

ob
ab

ili
ty

Exp. Luntz et al., Ts = 200 K

Exp. Luntz et al., Ts = 90 K

Exp. Nolan et al., Ts = 77 K

TBMD, PBE, Ts = 0 K

AIMD, RPBE,Ts = 0 K

Pt(211) AIMD, RPBE, Ts = 0 K

(a)

0 200 400 600 800 1000 1200 1400 1600

Run time (fs)

0.0

0.5

1.0

1.5

E
ne

rg
y 

(e
V

)

O2 lateral and internal kinetic energy

O2 perpendicular kinetic energy

kinetic energy of Pt atoms
O2 distance from the surface

0.0

1.0

2.0

3.0

O
2 D

is
ta

nc
e 

fr
om

 th
e 

su
rf

ac
e 

(Å
)

(b)

Fig. 8 Panel a: Trapping probability of O2/Pt(111) as a function of the kinetic energy for normal
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Pt(111) and Pt(211). Panel b: Energy redistribution in eV and O2-Pt(111) distance in̊A along a
TBMD trajectory for an initial kinetic energy ofEkin = 1.1 eV. From Grosset al. [106].

The TBMD simulations also reproduced the experimental findings that the im-
pinging O2 molecules do not directly dissociate, even at the highest kinetic energies
that are much larger than the dissociation barrier. This observation can be explained
by the PES topology. In Fig. 7a, the projection of a trajectory approaching the super-
oxo chemisorption state is shown; the initial energy of the O2 molecule was 0.6 eV.
This energy is sufficient to enter the channel towards dissociative adsorption. Yet,
the molecule is first accelerated towards the chemisorptionwell and then scattered at
the repulsive wall of the potential. Entering the dissociation channel requires a con-
version of the energy perpendicular to the surface into the O-O vibrational mode,
but the curvature of the PES does not induce such a conversion. This does not mean
that direct dissociative adsorption of O2 on Pt(111) is not possible, it is just very
unlikely. Hence the dissociation of O2 on Pt(111) is typically a two-step process:
First the molecule becomes trapped in a chemisorption well,and then induced by
thermal fluctuation it might enter the dissociation channel.

Another experimental fact is reproduced by the TBMD simulations, namely the
leveling off of the sticking probability at high kinetic energies. This behavior is sur-
prising since in atomic and molecular adsorption the sticking probability typically
decreases monotonically with increasing kinetic energy, since the energy transfer
necessary for sticking becomes less efficient at higher kinetic energies [109]. In fact,
if the impinging O2 molecule is treated as a point-like object, it would never stick
at the surface at such high energies [106, 107]. Hence it is important to take all rele-
vant degrees of freedom into account in order to understand the sticking process. In
Fig. 8b, the energy redistribution of a O2 molecule hitting the Pt(111) surface along
a TBMD trajectory leading to sticking for an initial kineticenergy ofEkin = 1.1 eV
is plotted. Directly after the first impact, most of the initial kinetic energy of the
molecule is transferred into internal degrees of freedom (rotations and vibrations)
and kinetic energy lateral to the surface. This energy is notavailable for escaping
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the surface again. Consequently, the O2 molecule becomes dynamically trapped. In
this trapped state, it continues to bounce back and forth with respect to the surface,
and with each bounce it transfers an additional amount of energy to the surface that
is taken up by surface vibrations. Eventually, after 1.5 ps,most of the initial energy
is transferred to the substrate, i.e. the molecule has equilibrated with the surface,
and the molecule’s energy is not sufficient any more to leave the surface.

There is, however, one technical problem with these simulations. The TBMD
simulations have been performed within the microcanonicalensemble which means
that the total energy of the systems is kept constant along the trajectory. Conse-
quently, during the dissociative sticking a large fractionof the initial kinetic energy
plus the chemisorption energy has to be taken up by the substrate vibrations. As
Fig. 8b demonstrates, the Pt substrate atoms have in fact gained about 1 eV kinetic
energy upon the adsorption of the O2 molecule. In principle this energy should be
dissipated into the Pt bulk via phonon propagation and anharmonic phonon decay.
However, because of the finite unit cell, this is not possible. The created phonons
are literally reflected by the periodic boundary conditions. This leads to a spuri-
ous strong local heating of the surface. For the assessment of the initial molecular
trapping and dissociation, this should not be too much of a problem. Following
the longer-term adsorbate motion ensuing the dissociationprocess (possibly until
the full equilibration with the substrate) is, however, impossible without including
some form of extended phononic heat bath into the modeling.

4.2 Ab initio molecular dynamics simulations of the O2/Pt(111)
and O2/Pt(211) adsorption dynamics

Due to the implementation of more efficient algorithms and the ever-increasing com-
puter power it has recently become possible to perform a statistically sufficient num-
ber ofab initio molecular dynamics (AIMD) simulations of adsorption processes at
metal surfaces [110] in which the forces necessary to integrate the equations of
motions are determined “on the fly” by first-principles electronic structure calcu-
lations. In Fig. 8a, preliminary results of AIMD simulations of O2/Pt(111) are in-
cluded. The obtained trapping probabilities are somewhat smaller that those derived
from the earlier TBMD simulations. This can be related to thefact that the RPBE
functional [10] has been employed in the AIMD simulations which leads to a more
repulsive O2-Pt(111) interaction than within the PBE functional [9] that was used to
derive the tight-binding Hamiltonian.

The agreement is nevertheless good enough to demonstrate that AIMD simula-
tions can nowadays yield similar quality results as preceding divide-and-conquer
approaches based on interpolated PESs (at least for near-unity sticking coefficients
where statistics are rather benign). This is good news in thesense that AIMD sim-
ulations offer a much more straightforward way to include substrate mobility, and
thus phononic heat dissipation. The computational effort of AIMD is furthermore
basically related to the size of the unit cell so that also more complex surface struc-
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tures can be accessed as long as the unit cell does not become too large. Considering
the above mentioned restrictions with respect to the reliability of longer-time evo-
lution (unless enabling additional heat bath dissipation as explained in Section 4.3
below), microkinetic AIMD simulations are thus particularly suited to study the ini-
tial adsorption dynamics on e.g. precovered [110, 111] or stepped surfaces.

Scanning tunneling microscopy experiments have revealed that O2 molecules
preferentially dissociate at step sites of vicinal Pt surfaces [100]. Corresponding
DFT calculations have shown that the O2 dissociation barriers are in fact slightly
larger at the steps than on terraces (see Fig. 9) [100, 112] which seems to be at
variance with the experimental findings. However, the O2 binding to the steps is
much stronger than to the terraces so that molecules approaching the steps gain a
much higher energy. Still, the consequences of this much higher energy gain upon
adsorption on the dissociation dynamics have been unclear.

In order to clarify this issue, AIMD simulations of O2 impinging on Pt(211)
have been performed. Figure 8a also includes estimated sticking probabilities de-
rived from these simulations for two different initial kinetic energiesEkin = 100
and 800 meV. As expected, because of the higher adsorption energy, these sticking
probabilities are larger than those derived from the AIMD simulations for the flat
Pt(111) surface. Interestingly enough, the much higher adsorption energy on Pt(211)
apparently only plays an important role at low kinetic energies. Surprisingly, at high
kinetic energies the sticking probabilities on Pt(111) andPt(211) are rather sim-
ilar. This is most probably due to the fact that the sticking probability is largely
determined by the trapping into the dynamical precursor which does not depend
significantly on the well depth.

An analysis of the trajectories leading to sticking revealsthat the O2 molecules
in these cases all end up at the energetically most favorablesite at the upper side
of the steps. The right panel of Fig. 9 shows the final state of an O2 molecule ini-
tially impinging on the terrace of the Pt(211) surface. Apparently the mobility of
the O2 molecules after being trapped is still high enough that theyall find the en-
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ergetically most favorable adsorption site before they become fully accommodated.
This supports the experimental observation of preferential oxygen adsorption at the
steps.

4.3 Hot-adatom motion: O2 dissociation at Pd(100)

Either through TBMD or AIMD the work reviewed in the preceding two sections
has allowed for a first treatment of substrate mobility. In contrast to earlier divide-
and-conquer approaches (at best coupled to qualitative surface oscillator models)
this enables a much more realistic simulation of initial trapping probabilities or even
molecular dissociation out of trapped states. Due to the microcanonic setup in pe-
riodic supercell geometries, there are, however, still twofundamental shortcomings
inherent to these approaches: Even in the largest supercells, which are currently
at the limit of being computationally tractable within AIMDsimulations, substrate
phonons with small wave lengths are still not well described. Even worse, surface
phonons, which are often assumed to be crucial for the energyuptake in simple
models [113], are not described at all as a sufficiently largenumber of slab layers
cannot be afforded in those state-of-the-art simulations.Second, the propagation of
any excited phonon mode is limited due to the unphysical reflections at the super-
cell boundaries, i.e. the energy transferred into the phononic degrees of freedom has
no possibility to leave the system. This can lead to a significant unrealistic heating
of the substrate in the simulations, with concomitant consequences for the (longer-
term) adsorbate dynamics. Therefore, it is not surprising that a proper account of
substrate mobility has only recently been termed as one of the present key chal-
lenges for the theoretical modeling in molecule-surface reactions for any molecule
heavier than H2 [114].

There are a number of approaches in the literature that couldprovide such a
heat sink for molecular dynamics simulations of surface processes, thus account-
ing for energy dissipation. Within the spirit of an Einsteinphonon model, one of
the simplest ones would be the already mentioned qualitative surface oscillator
models [89, 115, 116]. While only recently an attempt was made to estimate the
few material specific parameters of the former by evaluatingcouplings to individ-
ual surface atoms [117], very often surface phonon modes have been used [113].
Quite in contrast, a potentially large but ”only” harmonic bath representing the vi-
brational degrees of the substrate can be included when constructing system-bath
model Hamiltonians of Lindblad form in the context of gas-surface dynamics –
originally motivated by a quantum mechanical treatment of the nuclei in case of hy-
drogen adsorbates [118, 119]. Notwithstanding, in practice, state-of-the-art versions
of these Hamiltonians are still based on parametrized modelpotentials for the sys-
tem and system bath interactions [120]. Going beyond linearsystem-bath coupling
and thus from one-phonon to multi-phonon processes [121, 122, 123, 124, 120]
represents a hitherto largely unsolved challenge [125]. Another numerically unde-
manding and at first glance intuitive approach to withdraw energy from the finite



O2 Adsorption Dynamics at Metal Surfaces 23

Fig. 10 Schematic illustration of the QM/Me scheme for metallic systems: A periodic simulation
cell (blue) treated within DFT (QM), thus allowing for an accurate description of the metallic
band structure and its implications for the adsorbate-substrate binding, is embedded into a large
bath treated at the MEAM (MM) level as shown on the left: Only the adsorbate and adsorbate-
substrate interaction are extracted from the former by forming differences between the former
with and without adsorbate (right, upper part). Following the nearsightedness principle, resulting
differences of Hellman-Feynman forces (green) decay quickly with increasing distance from the
adsorbate (right, bottom) and can thus be embedded.

supercell would be to employ thermostats that yield continuous trajectories (e.g.
[126]). In this widespread molecular dynamics concept the equations of motion are
modified in such a way that an appropriate ensemble of trajectories provides cor-
rect non-NVE statistical properties. Within a canonical ensemble description ther-
mostats would therefore by construction withdraw the released adsorption energy
to maintain a preset system temperature. However, thermostats are in general only
designed as a sampling tool to obtain correct statistical properties of the system at
equilibrium. A priori, it is highly questionable whether the rate with which they
withdraw the released excess energy during the non-equilibrium process given by
an adsorption event is properly described. In addition, in this statistical approach
the individual trajectories lose their physical meaning, thereby giving away much
of the important dynamical information specifically soughtin AIMD of adsorption
processes. This disadvantage applies equally to the familyof approaches relying on
generalized Langevin equations (e.g. [90]), which furthermore also treat the sub-
strate as a harmonic solid. In addition, just like the model Hamiltonians mentioned
before, these approaches rely on the Markov approximation when integrating out
bath degrees of freedom [90, 118, 123] – assuming that the phononic system of the
substrate is only weakly perturbed from equilibrium. This might be problematic if
most of the dissipated energy is at least initially deposited into a small set of modes
(e.g. predominantly surface modes).

A deterministic approach, which should allow to investigate most of the afore-
mentioned assumptions from a first-principles point of view, would instead be the
well-known QM/MM ansatz: A small quantum-mechanical region is embedded into
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Fig. 11 Heat dissipation during O2 dissociation at Pd(100): Total kinetic energy of all palladium
atoms in the bath (thick gray line) as well as those in the QM/Me embedding cell contained therein
(thick blue line) as a function of time. The area between these two curves is a measure for the
dissipated heat. In addition, the kinetic energy of the dissociating oxygen molecule is also shown
(thin red line). From Meyer and Reuter [129].

a very large environment described at the molecular-mechanics level [127]. The lat-
ter, for metallic substrates e.g. a modified embedded atom method (MEAM) poten-
tial [128], is computationally much less demanding compared to electronic structure
calculations. The MM region could therefore easily be chosen large enough to ef-
fectively mimic energy dissipation into the bulk on the timescales relevant for the
adsorbate equilibration. The problem that prevents the direct applicability of this
ansatz to metallic systems is that the latter are necessarily described within periodic
boundary condition calculations to accurately represent the metallic band structure
[127]. This dilemma has recently been overcome by Meyer and Reuter with an ap-
proach coined ”QM/Me” [129]. The essential idea of the approach is to separate
chemical and elastic contributions to the substrate forcesarising during a dissocia-
tive adsorption process. Treating the short-ranged chemical forces at the DFT level,
and the long-ranged elastic contributions at the MEAM-level, cf. Fig. 10, corre-
sponding QM/Me dynamical simulations allow to seamlessly enrich AIMD at metal
surfaces by a quantitative account of the physics of (surface) phonons.

A first application of this novel ansatz has focused on the dissociation dynam-
ics of O2 at Pd(100). The work built on a preceding detailed analysis of the PES
at larger distances from the surface (obtained in the traditional divide-and-conquer
way for a static Pd(100) substrate, cf. section 3.2), which identified a strong steer-
ing of almost all impinging molecules into one dominant entrance channel [55]. The
QM/Me simulations correspondingly focused on a representative trajectory initiated
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in this entrance channel. The results summarized in Fig. 11 provide a direct confir-
mation of the relevance of the QM/Me-embedding, i.e. to include an extended heat
bath to properly describe the dynamics of a surface process as exothermic as the
dissociation of oxygen. The essential adsorbate dynamics until near equilibration
with the substrate takes roughly place in a time span of 1.5 ps, at which moment the
remaining kinetic energy on each O atom is still somewhat above 75 meV. The rest
of the sizable 2.6 eV chemisorption energy, cf. section 3.2,has gone into substrate
degrees of freedom, and, most importantly, 80% of this released heat has already
left the DFT surface unit-cell. In any conventional microcanonic AIMD simulation
this substantial amount of heat would have been spuriously reflected by the periodic
boundary conditions and then led to a falsification of the adsorbate motion.

While this underscores the importance of the energy transfer to the substrate, the
results in turn also show that even after 1.5 ps still some of the released chemisorp-
tion energy is left in the molecular degrees of freedom. The transfer is thus nowhere
near ”instantaneous”, which in fact shows up dramatically in the adsorbate motion
ensuing the actual dissociation event. As shown in Fig. 11 the released chemisorp-
tion energy first leads to a steep increase of the oxygen kinetic energy. This cre-
ates ”hot” adatoms that rapidly slide over several lattice constants while succes-
sively losing their kinetic energy to phonon excitations. Within the recorded 1.5 ps
the adatoms thus travel over four bridge-site transition states. This ”hot” diffusive
motion would have taken on the order of milliseconds in thermal equilibrium at
room temperature according to conventional transition state theory and the com-
puted static DFT-PBE barrier. A corresponding ”hot adatom”motion after disso-
ciative adsorption has recently been found in AIMD simulations of the dissociative
adsorption of H2 on Pd(100) [130] and has been repeatedly inferred from experi-
ments addressing O2 dissociative adsorption, prominently at Al(111) [31, 131]or
Ag(100) [132], but could never be confirmed by theoretical modeling before for
O2/metal systems [133, 134].

One possible reason for this discrepancy could be that preceding modeling ana-
lyzed this phenomenon from too static a PES point of view, e.g. merely comparing
the released chemisorption energy to the static diffusion barriers. One intriguing as-
pect that comes out of the seminal QM/Me-simulations at Pd(100) is instead a much
more dynamic picture [136]: As shown for a snapshot along thecomputed trajec-
tory in Fig. 12, the phonon excitations concentrate largelyin one mode, namely
the so-called S6 surface phonon mode [135]. This is a lateralmode that induces
a kind of breathing motion of the top-layer Pd atoms perpendicular to the hollow-
bridge-hollow [100] direction at the surface. This makes itintuitively plausible why
preferentially this mode gets excited by a O adatom diffusing along hollow-bridge-
hollow. Vice versa, however, the resulting strongly non-thermal population of this
mode (and the corresponding strong lateral displacements of the Pd surface atoms
surrounding the adatom) also couples back onto the diffusive motion: The Pd atoms
literally make way for the approaching adatom, reducing theenergetic barrier and
fostering the hot translation into the next hollow site PES minimum [136].

Apart from these intriguing insights into the coupling between energy dissipa-
tion and adsorbate dynamics, the prominent population of the S6 mode also nicely
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reflects back on the level of modeling required to adequatelytreat the dissociation
process. First of all, it is not the energetically low-lyingRayleigh modes that be-
come dominantly excited – quite in contrast to what has been frequently assumed
in model Hamiltonian studies [137, 121, 118, 123, 138, 139].In contrast to the S6
mode these modes predominantly involve surface Pd atom displacements normal
to the surface. Apart from the low energy cost to excite them,this displacement
pattern has been one motivation for their consideration, viewing the adsorption im-
pingement as leading to some form of surface indentation. Along these lines, the
now revealed strong excitation of the S6 mode can thus be rationalized as a conse-
quence of the adsorbate atom’s ability to resolve the atomicstructure of the surface:
Rather than normally indenting a structureless substrate top layer, the dissociating
O atoms move into the Pd(100) hollow sites and instead push the top layer atoms
laterally aside. Second, the strong concentration on the S6mode leads to a strongly
non-thermal excitation of the latter, with about 100 meV stored in it for instance in
the snapshot shown in Fig. 12. As mentioned above, such a multi-phonon nature of
the excitation is difficult to grasp in common system-bath Hamiltonian approaches
[125]. Moreover, with such a strongly non-thermal population also an appropriate
description of phonon decay through anharmonicities in thesubstrate potential be-
comes relevant, otherwise the energy stored in the S6 mode isartificially kept close
to the surface and may potentially affect the continuing adsorbate motion. Also this
aspect is not commonly met in system-bath approaches, underscoring the relevance
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of an accurate reference technique like QM/Me in identifying crucial aspects that
need to be captured in simplified stochastic models.

5 Conclusions and Outlook

In this chapter we have reviewed recent progress in the modeling of the O2 adsorp-
tion dynamics at metal surfaces. This modeling builds on an extensive body of work
and insight obtained over the last 20 or so years for the H2-metal interaction, previ-
ously considered astheprototype system for gas-surface dynamics. While the move
from one diatomic to another might seem marginal at first glance, our discussion
has highlighted a number of significant additional complexities not met in the pre-
ceding H2-centered work. Some of these complexities could be mere specificities
of the oxygen molecule. Others could as well be important general features found
for any heavier adsorbate. The spin selection rule problematics in the O2-metal in-
teraction certainly belongs more to the prior category. On the other hand, as has
become clear from the discussion, there is as yet no trend understanding as to the
relevance of electronic non-adiabaticity during adsorption processes at metal sur-
faces at all, so the specific viewpoint from a spin-triplet gas-phase molecule might
be quite helpful. What is for sure an important general feature not encountered in the
prototype H2/metal system is the necessity to accurately describe the dissipation of
the released chemisorption energy, and therewith to account for substrate mobility
in the modeling. This is already a crucial aspect in the typically rather exothermic
O2-metal interaction, and will become even more important when moving to even
heavier/multi-atom adsorbate molecules.

Already by itself an appropriate modeling of energy dissipation in adsorption dy-
namics would be a severe methodological challenge. The necessity to account for it
when moving away from the simple H2/metal example, is, however, also accompa-
nied by the necessity to adequately capture an increasinglycomplex and corrugated
PES landscape, owing in the O2 case to the interaction with the molecularπ-orbitals.
For multi-atom adsorbates the lowered symmetry and preferential interactions with
different molecular moieties will further add to this complexity. Altogether this puts
ever more emphasis on the need for sufficient statistical explorations and evaluations
of the high-dimensional PESs. This higher dimensionality of adsorption processes
of larger molecules at mobile substrates (compared to the situation for simple di-
atomics at static surfaces) might dictate a methodologicalshift away from prevalent
divide-and-conquer approaches. On the other hand, it is precisely the need for suf-
ficient statistics that would speak against their replacement by direct AIMD-type
simulations (suitably augmented by some form of phononic heat bath) – at least for
the time being. Solving this dilemma will be a central cornerstone of future work in
this field. Most certainly it will require the advancement ofexisting and development
of new theoretical machinery. Looking in retrospect at corresponding developments
first undertaken for the H2 adsorption dynamics and then for the here reviewed O2

adsorption dynamics at metal surfaces, this is not a threat though. In the end it is



28 Christian Carbogno, Axel Groß, Jörg Meyer, and Karsten Reuter

precisely this possibility to sharpen the methodological tools that makes work on
the dynamics of such simple, yet well-defined model systems so worthwhile.
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30. L. Österlund, I. Zorić, B. Kasemo, Phys. Rev. B55, 15452 (1997)
31. H. Brune, J. Wintterlin, R.J. Behm, G. Ertl, Phys. Rev. Lett. 68, 624 (1992)
32. M. Schmid, G. Leonardelli, R. Tscheließnig, A. Biedermann, P. Varga, Surf. Sci.478, L355

(2001)
33. P.O. Gartland, Surf. Sci.62, 183 (1977)
34. A. Groß,Theoretical Surface Science(Springer, 2003)
35. Y. Yourdshahyan, B. Razaznejad, B.I. Lundqvist, Phys. Rev. B65, 75416 (2002)
36. J. Behler, B. Delley, K. Reuter, M. Scheffler, Phys. Rev. B75, 115409 (2007)
37. J. Behler, B. Delley, S. Lorenz, K. Reuter, M. Scheffler, Phys. Rev. Lett.94, 036104 (2005)
38. J. Behler, K. Reuter, M. Scheffler, Phys. Rev. B77, 115421 (2008)
39. C. Carbogno, J. Behler, A. Groß, K. Reuter, Phys. Rev. Lett. 101, 096104 (2008)
40. C. Carbogno, J. Behler, K. Reuter, A. Groß, Phys. Rev. B81, 035410 (2010)
41. J.C. Tully, J. Chem. Phys93, 1061 (1990)
42. C. Bach, A. Groß, J. Chem. Phys.114, 6396 (2001)
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