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1 Introduction

Without doubt the interaction of oxygen with metal surfaisesf tremendous tech-
nological importance in, e.g., heterogeneous and elezttalysis or corrosion [1].
However, also on a conceptual level the oxygen-metal intienais a multi-faceted
and highly challenging topic: Next tog&t metal surfaces, dioxygen is often viewed
as the "next higher level of complexity” in studying gasfage interaction and gas-
surface dynamics. While this increase in complexity whesmngfing from one first-
row diatomic to one from the second row might seem marginfisitglance, there
are in fact several issues that already each alone, but esenso when combined,
render in particular its quantitative theoretical desiwipa still in parts elusive hall-
mark: To begin with, the quenching of the spin-triplet grdwstate of gas-phase,O
into a singlet state upon adsorption at most metal surfaag®vierned by strict spin-
selection rules, which give rise to a complex spin-flip disation dynamics that is
inherently non-adiabatic. An appropriate account of comitant spin-transitions (or
their absence) or strong electron-hole pair excitatiohétigh-dimensional surface
dissociation process is thus already a first cornerstori@#eals to be mastered. As
a second ingredient the potential energy surfaces (PE8s)lying this process can
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be considerably more complex as e.g. compared to thosesfat metals, owing to
the rr-orbital involving chemical bond of © The contracted, localized character of
the O, orbitals represents furthermore still a significant chajketo contemporary
first-principles electronic structure theories, whichtloe surface dissociation pro-
cess need to simultaneously describe the delocalized eletdtons in appropriate
large supercell geometries. Last, but not leastii@sociation at most metal surfaces
is a highly exothermic process, releasing typically sevaegtron volts that need to
be dissipated into the system. This is a staggering amouwtery in light of the
two major dissipation channels, e-h pairs and phononicesegof freedom. To ac-
count for the latter of the two, at least the substrate maticghe immediate vicinity
of the impact point needs to be included in the modeling, &l some appropri-
ate form of heat sink to also correctly describe the adserthghamics ensuing the
dissociation.

In spite of all these problems and challenges, there hastlgd®en significant
progress in the detailed description and understandingeo® adsorption dynam-
ics on metal surfaces. In this chapter, we will review thisgress, using case studies
primarily from our own work to illustrate the aforementiah@ajor issues in the £
adsorption process. Much of the understanding with redpebte spin flip dynam-
ics has evolved around the;@t Al(111) system, where only an explicit account
of the suppressed triplet-singlet transition could rederficst-principles dynamical
simulations with the experimentally measured low stickiogfficient for thermal
molecules. This non-adiabatic hindrance is particularbnpunced at the Al(111)
surface due to the inefficiency of both coupling mechanisemegally discussed to
relax the spin selection rules: The low mass number of Aldg¢ac small spin-orbit
coupling and the low Al density of states (DOS) at the Fermélgrevents effi-
cient spin quenching through the tunneling of electronsvben substrate and ad-
sorbate. Once understood, this obviously dictates trardies involving substrates
with higher mass number and/or higher Fermi-level DOS temt&sngle the two
mechanisms. In this respect we will proceed with a discmssiocorresponding
work that has addressed the @issociation at a heavier transition metal surface,
namely Pd(100).

The intricate adsorption dynamics resulting from the PERpexity is proto-
typically highlighted by work at the Pt(111) surface. Hesgygen molecular phy-
sisorption and chemisorption as well as atomic adsorptiates exist. The actual
adsorption process proceeds then typically in two stepgrevthe Q@ molecules
first become trapped in molecular chemisorption statespalythen the molecules
dissociate due to thermal fluctuations. These details daouse, only be captured
by explicit dynamical simulations, which reveal the energysfer between the dif-
ferent degrees of freedom. For initial trapping as at Pt{1ti& crucial transfer is
predominantly the one into QOnternal degrees of freedom (vibrational excitation).
For the ensuing dissociation process with its concomitaotraous energy release
the transfer into substrate degrees of freedom insteadhiescthe central aspect.
Obviously, the efficiency with which this transfer into athe-h pairs or phononic
excitations occurs sensitively determines the adsorbatardics at and after the
dissociation point. This and the longer term energy disgipanto a realistic metal
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Fig. 1 The left sketch shows the 8 molecular orbitals (MOs) in energetic order as obtained
from the symmetric and antisymmetric combination of thgk&moxygen’s orbitals. All MOs up to
the two-fold degenerater orbitals are completely filled, whereas the two-fold degeates gray
shaded anti-bondingrg, orbitals are half filled. The resulting six possible confagions for these
valence orbitals are shown on the right, whereby the quamtumbers of the projected angular
momentumA and of the total spirS are also given if possible. Finally, the pairs of determtsan
which have to be combined to yield correct electronic statesalso denoted.

bulk has first been analyzed in detail fop @t Pd(100), which already by itself
demonstrates again the intriguing richness of novel asjtleat appear when simply
moving "from one diatomic to another”.

2 The Free Oxygen Molecule

It is a well-known fact that the ©@molecule plays a prominent role in the circle of
life as a highly available oxidation partner. Noteworthyagh though, it behaves
rather inert in the gas-phase in spite of its open-shelleriiradical) character,
if the other reactant and the product are spin singlets. €asan for this behav-
ior is the constraint of overall spin conservation as firstrfolated by Wigner [2].
To clarify this point, we will first discuss the electronicogind and excited states
of Oy qualitatively in terms ofmolecular orbitals(MOSs). In a second step, we will
then discuss the ability of quantum chemical and densibgtional theory (DFT)
methods to describe these electronic states and so to reqgdde experimental
measurements.

The electronic configuration of a single oxygen atom i&282p*, which ac-
cording to Hund’s rules [3] leads to*® ground state. In an oxygen molecule, the
respective atomic orbitals couple to bonding and anti-lbmpOs (see Fig. 1). For
the energetically lowest electronic states of then@lecule all MOs up to the7Z;
level are completely filled, while therg MOs that comprise the two degenerate
orbitalsg ~ 2px — 2px andg@, ~ 2py — 2py are half filled. As shown schematically
in Fig. 1, there are six distinct possibilities to arrangetio residual valence elec-
trons in these &; orbitals. The correct molecular wave functions must, hawev
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be an eigenfunction of the angular momentlufand of the spin momentum op-
eratorS? as well. To fulfill this condition, the wave function must fistance not
change when any two antiparallel spins are pairwise flippete valence orbitals.
This so calledstatic correlationis accounted for in the pairwise symmetric and an-
tisymmetric combinations of the individual Slater deteranits, which eventually
yield the correct wave functions for the oxygen moleéule

1
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As long as spin-orbit coupling is neglected, these six wawetions correspond to
three energetically distinct electronic states: the threef@deherate triplet ground
state3Z§, the twofold degenerate first excited singlet st’alg that is experimen-
tally found to be 0.975eV higher in energy [4], and the secerdited singlet
statelzgi 1.624 eV above the ground state [4].

As shown above, théAg andlzg+ state of the oxygen molecule are represented
by the superposition afwo Slater Determinants — even in the independent elec-
tron, molecular orbital picture. Such electronic confidiaras are typically referred
to asmulti-referencestates. The resultingtatic correlationis not well described
by common functionals of DFT [5], as highlighted by the fdwttthe singletA,
andlzg+ states as well as the Iow—sp°n§g* state exhibit the exact same electronic
and magnetization densities.

2.1 First-principles Calculations of the Free Oxygen Molecule

Determining the properties of even an isolated oxygen nuddethus represents al-
ready a significant challenge to first-principles electcatiucture techniques. This
isillustrated in Tab. 1, were quantum chemical calculatiatdifferent levels of the-
ory are compared with experiment. In detail, the followatyinitio wave-function
based methods have been employéndrestricted Hartree-FockUHF), Restricted
Open-Shell HRROHF), Multi-configuration Self-Consistent Fie[1CSCF) with

1 The usual shortened textbook notatigm | 11) = & (1)@, (2) |1 (1)) |1 (2)) has been employed.
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the smallest number of Slater determinants compatible thigthsymmetry of the
electronic stateComplete Active Space SGEASSCF) with fully occupied &s
and 1o states as well as fixed spin and orbital momenttoi] Valence Configu-
ration Interaction(FVCI) [6], Cl with Single and Double Excitatio€1SD) with
“frozen” core 1os and log orbitals and Multi-Reference CISD (MRCI) calculations,
for which the CASSCF wave functions served as a referenaghé&unore, results
of DFT calculations with various (semi-)local exchangeretation (xc) function-
als (LDA [7], PW91 [8], PBE [9], RPBE [10]) are included.

The equilibrium oxygen-oxygen distandgis already well-reproduced using the
single-determinant Hartree-Fock methods. This is not toprssing due to the sin-
gle determinant character of the Qround state. The vibrational frequency shows
a larger relative error due to its higher sensitivity on thapse of the potential en-
ergy curve (PEC) away from the minimum. The stepwise intotida of further
correlation in the FVCI, CISD, CASSCF and MRCI methods yseddimost perfect
agreement with the experimental data though. This is, hewewt the case for the
binding energyEp, which is also listed in Tab. 1. Pure Hartree-Fock methods fa
dramatically — predicting a binding energy almost 4 eV lotiman the experimental
value. Even the more sophisticated methods do not yieldmted accurate” re-
sults. A large portion of this error in the computed bindimgrgy is caused by the
lack of size consistency in truncated Cl methods [15], asheaseen from the bind-
ing energy determined with respect to two oxygen atoms geldistance (MRCI
PEC). Yet, even when accounting for such effects, an aceueatroduction of the
experimental binding energy can only be achieved via thieisien of higher order
excitations [16].

Method eq (A) wo(em—1) E, (eV) AEZ (eV) AEZ, (eV)
UHF 1.153 2002 -1.441 2.323 -
ROHF 1.146 2045 -1.195 1.722 —
MCSCF 1.146 2045 -1.195 1.286 2.549
CASSCF 1.213 1540 -3.909 0.956 1.477
FVCI 1.177 1808 -3.857 1.095 1.953
CISD 1.187 1718 -4.098 0.923 1.576
MRCI 1.204 1586 -4.564 0.961 1.612
MRCI (PEC) - - -4.933 - -
DFT, LDA 1.218 1632 -7.258 1.016

DFT, PW91 1.230 1565 -6.038 1.090

DFT, PBE 1.230 1565 -5.945 1.125

DFT, RPBE 1.232 1550 -5.574 1.155
experiment [11] 1.207 1580 -5.116 - -
experiment [12] - - -5.123 - -
experiment [4] - - - 0.975 1.624
experiment [13] - - - 0.981 -

Table1 Calculated equilibrium molecular bond lengtlg, vibrational frequenciesy, and bind-
ing energiesk, of the G molecule in it§Zg‘ ground state at different levels of theory. The excita-
tion energies for thé‘Ag andlzg+ states are listed in the two rightmost columns. All caldolzl
details can be found in Ref. [14].
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In light of these facts it might seem surprising that DFT i&e&b reproduce the
basic structural propertied, and w, of the oxygen molecule quite satisfactorily
even at the (semi-)local level of theory. A far too high bimglenergy is, however,
predicted by the DFT calculations: The LDA result is off by madhan 2 eV, the
PW91 and PBE calculations by 1 eV. Not too surprisingly, the best agreement
with experiment is achieved with the RPBE functional [103,,ia slightly altered
version of the PBE functional. In this particular GGA-fuioctal the functional form
of theexchange enhancement facteimodified to reproduc®ptimized Exchange
Potentialsimulations [17] for a variety of elements including oxyd&8] while still
fulfilling the local Lieb-Oxford inequality [19] for all gegralized gradients [10].
Still, even this “optimized” functional exhibits an errof & 0.5 eV in the binding
energy.

The problem gets even more complex for the excited singhtst As discussed
in the introduction, multiple determinants are actuallguieed in the simulation of
the 'Aq and'Z; states; hence the single determinant Hartree-Fock mettards
not yield correct results by construction. Accordinglye ttesulting triplet-singlet
gapAEZ is by far too large in the UHF and ROHF methods due to the auiditi
electrostatic repulsion induced by forcing the electransdcupy either theg, or
the @, orbital. Often in HF routines, thl-ig+ state is not accessible at all, since the
single Slater determinants that would exhibit the corrgoiraetries are not eigen-
functions of the total spin operator [14]. Naturally, thi®plem can be overcome in
multi-reference methods, whereby the inclusion of furtb@mrelations eventually
leads to an almost perfect agreement between experimerthar/dRCI calcula-
tions. The inclusion of multiple reference states is natigtitforwardly possible in
DFT calculations, though. Nevertheless, the excited sirgghtes can be accessed in
DFT by reverting to thespin-unpolarizedormulation of DFT, in which a “closed-
shell” configuration is inherently enforced. Obviouslycklan occupation pattern
cannot be achieved by distributing the two available vadegiectrons on the four
accessible #* states. By means dfactional occupation numbef20] such a con-
figuration can nevertheless be obtained. In this case, dable available states in
the @ and¢@, molecular orbitals is occupied wittielf an electron, which results in
a superposition of th&g and 1Zg+ states. Accordingly, the DFT calculations (see
Tab. 1) cannot discriminate between the two singlet statdsfaus will never yield
the correct, lower lying4q state [21].

2.2 Transition Probabilities and Lifetimes

As the triplet-singlet transition is a central feature of & dissociation process at
metal surfaces, let us further analyze the lifetimes of the éxcited singlet states
of gas-phase ©in some more detail. Radiative decay from the lower-lyinmpat
states into the ground state is strongly suppressed due #Shk- 0 selection rule
that applies to all electromagnetic transitions. Additilby) restrictions forA «— >
and for parity preserving <+~ u transitions exist as well [11]. These selection rules
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Fig. 2 Absolute values of the triplet-triple (TT), triplet-sirggl(TS) and singlet-triplet (ST) spin-
orbit coupling matrix elements for tHeg; , *Aq, 15, 3y, 11 states of the oxygen molecule. The

single data points are separated b§2B A from each other for oxygen-oxygen distances smaller
than 15 A and by Q01 A for larger distances.

result in experimental lifetimes of about 12 seconds [22]tf@ 1Zg+ state and of
72 minutes [4] for théAg state in the gas phase. The latter transition is correspond-
ingly often referred to as theost forbidden transition in naturg23]. Notwith-
standing, “most forbidden” does not mean completely faibint As a matter of
fact, spin-orbit couplindys.c leads to a (minute) mixing of states with different mul-
tiplicity and thus to a partial invalidation of th®S= 0 selection rule. In a simplified
first-order perturbation type picture, the lifetime can b#areated by evaluating the
spin-orbit coupling matrix elements and relating them te éxperimental energy
gapsa ETZS. A less approximative assessment of these coefficientseppiformed
by diagonalizing the complete interaction matrix for thénsprbit coupling [24].
The absolute values of these matrix elements are plottedjiR?FAs shown there,
the coupling of the”Zg* state to théLZg+ state is a slightly decreasing, almost con-
stant function of the oxygen-oxygen distance. In contrasteto, all other matrix
elements exhibit more or less strong wiggles for distan@eget than B A. These
oscillations and discontinuities are caused by the avaideskings of the respective
I1 states, to which all these matrix elements couple.

Since the spin-orbit coupling mixes states with differentltiplicity, but not
states with different inversion symmetry, electric dipménsitions from théZg+ or
thelAq state to the triplet>;” ground state are still forbidden due to the- uselec-
tion rule. The next possible, parity preserving transitisechanism is thenagnetic
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dipoleoperator

M — “—hP (L +069) @)
which leads to inverse lifetimes
1 oSwiR?f
;:?K%JM )7 (8)
Hp

in which ug denotes the Bohr magnetan, the gyromagnetig-factorfor the elec-
tron, a the fine-structure constardy the transition frequencyf, the degeneracy of
the final state an&/,, ¥, the initial and final state, respectively. For both Hﬁg
and thelAq state, applying this expression to high-level theory maglements
leads to lifetimes in excellent agreement with experimdn®p], as illustrated in
Table 2.

3 Electronically non-adiabatic adsor ption dynamics

The ground-state oxygen molecule with its peculiar elestratructure featuring
two unpaired electrons represents a diradical. Typicallgh species are known to
exhibit a high reactivity. Still, in spite of the fact thattlatmosphere consists to 20
percent of this thus nominally reactive species oxygense&ms to be relatively
inert. This is due to the discussed spin selection ruleschvigad to a weak inter-
action of the triplet oxygen with matter that is predomirain the singlet state.
Since the spin transition from triplet to singlet oxygenygitally strongly sup-
pressed, the oxygen molecule often remains in its triptdestthen interacting with
matter, even if a spin transition results in an energeticabre favorable state. Ob-
viously, one may suspect that this must also have directecprences on the actual
interaction dynamics of @molecules with metal surfaces — unless there are other
mechanisms that efficiently quench the spin-flip limitatiofis kind of an evergreen
in the gas-surface dynamics community a critical role ofegponding electroni-
cally non-adiabatic effects has in fact been conjecturedfany surfaces. Probably

75 (s)|Reference 75 (s) |Reference
11.16|MRCI [14] 579930(MRCI [14]
11.11{MRCI, exp.AEZg [14] 554248|MRCI, exp.AEA [14]
11.24|experiment [22] 387596|experiment [28]
113 |experiment [4] 4347.82|experiment [25]
11.65|MRClI [26] 527148 MRCI [26]
12.59|CASSCEF, linear response [27] 526316|MRCI [29]

Table 2 Lifetimes ts and 1, for the 125“ and thelAg state, respectively: All values refer to the
decay in the triplet ground state. Additionally, lifetimeslculated by employing the experimental
energy gaps are given.
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the system for which such effects have been most intensstatjied (but still not
completely validated) is the dissociative adsorption ofgen at Al(111), which is
why we begin our survey with this particular system.

3.1 Dissociative Adsorption of Oxygen on Aluminum(111):
Hindered Spin-Transition

The initial oxidation of the lowest-energy (111) surfaceabfminum exhibits quite

a number of peculiar features that have puzzled researohershe last decades.
First and foremost, experimental findings [30] show thatdissociative adsorption
probability at the clean aluminum surface is approximaféty at room tempera-
ture, but no state-of-the-art adiabatic theory has yetdany indications for a cor-
responding activated nature of the-@I(111) interaction. Such severe discrepancy
between theory and experiment for such an elemental prageather alarming:
Clearly, only a theory that correctly reproduces and exléne low initial adsorp-
tion probability S of thermal oxygen molecules can serve as a basis for further
studies of more complex phenomena, such as the dynamice aidividual oxy-
gen atoms closer to or at the surface [31, 32, 33].

As shown in Fig. 3 the experimentally measured initial stigkcoefficientS
exhibits a typical “S™-shape [30]. This fact strongly sugtgethat the underlying
dynamics isactivated[34], i.e. thateach possible pathway towards dissociation is
energetically hindered by a barrier on the respective PE&eder, an almost com-
plete absence of barriers has been found in theoreticastigetions based upon
adiabatic semi-local DFT methods [35, 36]. As a consequanokecular dynamics
simulations on such adiabatic PESs yield a constant sgckaefficient of 100%
even for thermal molecules, as shown in Fig. 3. In view of tiseussed spin-
selection rules a possible explanation for this dramaticrépancy between ex-
periment and theory is the occurrence of non-adiabatic#ipisin the dissociation
dynamics. Whereas the initially separated molecule-sar§ystem is in an overall
spin triplet state, the oxidized surface is in an overalhspnglet state, so that a
spin-transition must occur along the pathway of the oxygetenule. If spin selec-
tion rules are as discriminating in this process as theyar&dnsitions in the gas
phase (see Sec. 2.2), the overall spin configuration caefat into a singlet state
as soon as this becomes energetically favorable duringds@rption process (see
Fig. 3). To model such a limitation, Behlet al.[37, 38] calculated a “triplet PES”
for this system, by enforcing a constant number and spimad&nt of the oxygen
electrons through a constrained DFT approach. On this &lpB&S, barriers are
present for each possible pathway towards dissociationresypkective molecular
dynamics simulations relying on this potential yield indes “S”-shaped sticking
coefficient (see Fig. 3).

While encouraging in their agreement with the experimeaidié, this approach
provides, of course, only an indirect evidence for the @bee of spin-transitions.
Furthermore, the chosen spin-triplet-only model for theadiption of the reac-
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tion is intrinsically flawed, since the oxygen molecule caver reach the cor-
rect final spin-singlet state. To overcome this limitatiomdaso to directly in-
clude non-adiabatic spin-flip transitions in the descoiptbf the reaction, Car-
bognoet al. [39, 40] continued on this approach and performed mixed guman
classical (MQC) simulations for the dynamics on multipléguial energy surfaces
in terms of Tully’s Fewest Switches Surface Hoppilgorithm [41]. In principle,
the study of such non-adiabatic effects would require a eorat quantum treat-
ment of both the electronic and the nuclear degrees of free@aich a full quan-
tum approach is, however, computationally prohibitivebstty in the description
of adsorption processes on surfaces. For the investigafioon-adiabatic effects
in molecule-surface processes [42, 43], mixed quantussidalSurface Hopping
algorithms [41, 44, 45] represent instead a viable and atealternative at a frac-
tion of the computational cost: In these approaches, thiehaie typically treated
classically, i.e., they move amme PES (associated tmedistinct electronic state) in
each time step. As it is the case in traditional moleculaiadyics (MD) algorithms,
the classical trajectory of the nuclei is thus determinedtepwise numerical in-
tegration of the Newtonian equations of motion.Sarface Hoppinglgorithms,
the evolution of thedensity matrixfor all electronic states associated to a PES is
determined on top of that by integrating the time-depen@ehtodinger Equation
for this multi-level system along the classical trajectofythe nuclei. The thereby
computed diagonal elements of the electronic density matd., the occupation
numbers of the individual electronic states, allow thedadtrction of physically mo-
tivated transitions between the various PESs. When suchitcts takes place, the
PES associated to the new electronic state will determiaecidissical motion of
the nuclei for all subsequent time steps — until the nexttdwioccurs. InTully’s
Fewest Switchealgorithm, which is one of the most wide-spread and sucakssf
Surface Hoppingnethods, such “switches” are carried out randomly undecaoime
straint [41] that the correct statistical distribution ¢dite populations given by the
occupation numbers is maintained at all times with as fevicheis as possible.

Carbogncet al. utilized this algorithm to clarify the role of non-adiabaspin-
flips in the dissociative adsorption of oxygen on the (11tjese of aluminum. By
including not only the aforementioned “triplet” PES, bus@ka “singlet” PES [37,
38] in these mixed quantum-classical (MQC) simulationsyttvere able to cor-
rectly describe both the initial and the final state of thectiea, as shown in Fig. 3.
An accurate description of the electronic transitions iehg achieved by deriving
a lower and an upper bound,(,/V...) for the electronic coupling between the triplet
and the singlet stat¢s from first-principles calculations of the spin-orbit coing
of an isolated @molecule [40] and from the adiabatic PES [39], respedfivel

As shown in Fig. 3, such MQC simulations of the sticking caédfit at nor-
mal incidence lead to the same qualitative behavior as fdaidre by Behleet
al. [37, 38] with classical MD simulations on the “triplet” PE®ae: At small in-
cident energies, non-adiabatic spin-flips play no role lasaice the molecules are
repelled on the “triplet” PES before being able to reach timet-singlet cross-
ing seam. At medium incident energies, a notably largeiodission probability is
found in the MQC simulations compared to MD though. Molesutet would not
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Fig. 3 The left plot shows the sticking coefficie8 as computed by molecular dynamics (MD)
on the adiabatic and on the triplet potential energy surdackby mixed quantum-classical (MQC)
simulations for the minimal and maximal coupling, respesi. The respective experimental
data [30] is shown as well. The right figure shows the minimmergy pathway in the triplet state
and the corresponding adiabatic and singlet potentiala ftissociation over the fcc site with the
molecular axis aligned parallel to the surface in the gegnmstown in the inlet. From Carbogno
et al.[39].

be able to overcome the barrier on the “triplet” PES can disge in MQC due to a
non-adiabatic spin-flip after reaching the triplet-singiessing seam. Not too sur-
prisingly, this increase of the sticking coefficient obgshin the MQC simulations
is more pronounced for a larger electronic coupling. At higtident energies, the
MD and the MQC approach again yield similar results, sineentiolecules are able
to overcome the barrier regardless of the occurrence omabsef non-adiabatic
transitions.

Certainly, these MQC simulations further substantiaté tiuan-adiabatic spin-
transitions are a possible explanation for the observedtafisancy between adia-
batic theory and experiment. However, they also demoresthait the initial stick-
ing coefficientSy is not particularly sensitive to such non-adiabatic tréoss,
given that the shape &, is largely determined by the barriers on the triplet PES
alone. Along these lines, one might even speculate thatitoeegpancy found be-
tween the adiabatic simulations and the experiment is Hatee to non-adiabatic
spin-transitions at all, but rather to shortcomings of thimislocal GGA exchange-
correlation functional employed in the DFT calculationstfte PES. In spite of the
fact that a series of model studies for selected traject@iel/or finite aluminum
clusters seem to support such speculations [46, 47, 48,tHi8]nagging doubt
is hard to settle in a rigorous fashion: On the one hand, studf finite clusters
and/or selected trajectories hardly allow to draw conolusiwith respect to the full
six-dimensional dynamics on the semi-infinite Al(111) sgH; on the other hand,
calculations with more advanced exchange-correlatiootfanals (or alternatively
higher quantum chemical approaches) are at present cotigmatidy too involved
for a mapping of the six-dimensional PES in extended sufiegeemetries, let
alone that there is no clear candidate technique in sightothe would expect to
give a fully quantitative description of both the localiz8g electronic structure and
the delocalized metal electrons.
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Fig. 4 Figs. (a) and (b) show the reflection coefficierRy as computed by MQC simulations
for minimal and maximal coupling, respectively (see te&gditionally, the reflection coefficient
produced by MD simulations solely on the singlet PES is shagmeference. In the insets, the
respective relative yields of reflected triplet molecuRgg' Ry are shown as well. From Carbogno
et al.[40].

For this exact reason, Carbogrbal. proposed [39] to instead shift the focus
to the scattering of singlet oxygen molecules from the Al(1durface, for which
they predicted unambiguous signatures for the occurrehc®m-adiabatic spin-
transitions. The idea behind this proposition is that sumh-adiabatic effects can
always be characterized by the conversion of electronieniial energy into nuclear
kinetic energy (or vice versa). In the case of the regulatetiO, sticking coeffi-
cient, the kinetic energy gained due to the transition tcsthglet state is, however,
dissipated into the bulk and hence hardly accessible taggrexperimental detec-
tion. This is not the case for the complementary processth&scattering of singlet
oxygen molecules. As shown in Fig. 4, MQC simulations predicotable amount
of backscattered molecules for this process in spite ofdbhethat the singlet PES
does not exhibit any barriers at all. Even more importatitky,vast majority of the
reflected molecules are found in the spin-triplet statesesthe interaction with the
surface strongly favors the relaxation to the electronduigd state. At low incident
energies, a notable fraction of trajectories undergodsanelectronic relaxation to
the repulsive triplet PES already while approaching thesirgg seam, which in turn
leads to a tremendous increase of the reflection coeffiBigrithese non-adiabatic
transitions go hand in hand with a conversion of electrowieptial energy to nu-
clear kinetic energy, i.e., a characteristic heating ofuieational and rotational
degrees of freedom in scattering [39, 40]. Such moleculait&ions are directly
accessible to measurement. Thus performing the propogediment of scattering
singlet oxygen molecules at Al(111) would allow to unamluigsly determine the
role of non-adiabatic spin-flips in thex{AIl(111) interaction.
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Fig. 5 Schematic illustration of electron-hole pair excitationridg the impingement of a gas
particle on a metal surface. An electron is excited from aupied state below the Fermi leve!

to an unoccupied state above, resulting in an excited stetenonly referred to as electron-hole
(e-h) pair.

3.2 Adsorption Dynamics of O, at Pd(100): Weak Electronic
Non-Adiabaticity

As mentioned in the introduction the notion of a highly natiadatic dissociation
dynamicsin the @AIl(111) system was largely motivated by recalling thatbgen-
erally discussed coupling mechanisms are largely supgaeSpin-orbit coupling
is still weak owing to the low mass number of Al [40], while tteev Al density-
of-states at the Fermi-level minimizes a tunneling of etats between substrate
and adsorbate. In this picture, it is instructive to coritthe Gy/Al(111) findings
with a corresponding analysis ob@t Pd(100). Not only is the mass number of Pd
significantly higher, thereby leading to stronger spinizbupling. Moreover, with
Pd in any case close to fulfilling the Stoner criterion for h&&rromagnetism [50],
Pd(100) is in particular the one surface orientation withhleist density-of-state at
the Fermi-level [51, 52, 53, 54]. This suggests the dissiocialynamics to be pre-
dominantly adiabatic, a perception that receives suppoarbexcellent agreement
of the computed adiabatic sticking coefficient with avdiedxperimental data [55].
Nevertheless, precisely the large number of states clogetBermi level could
also facilitate very efficient electron-hole pair excitais, cf. Fig. 5 - a view that has
been repeatedly emphasized by Tully and others [44, 56, &§75%. The role of
such excitations in the adsorption dynamics might not bibleisor a rather benign
quantity like sticking or might even simply be hidden dueddditous error cance-
lation e.g. with the underlying DFT energetics. From thespective of energy dissi-
pation, however, they might be very important. As suchd@sociation at Pd(100)
is a most suitable model system to investigate such eldéctrmm-adiabaticity due
to substrate degrees of freedom. With a chemisorption gremputed as 2.6 eV at
the DFT GGA-PBE level [60] the objective is thus to assess hmueh of this total
amount is dissipated into electron-hole pairs. In turrs thould then provide indi-
rect information on how relevant this channel is for the attlissociation dynamics.
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When screening possible approaches to provide such a (peamntitative) estimate,
one unfortunately quickly realizes that the switch from‘theit fly adsorbate”, i.e.
(atomic or molecular) hydrogen, to “another’ diatomic” @setched in the intro-
duction) is not a trivial step also with respect to availafiist-principles method-
ology [61]: The time-dependent Newns-Anderson model dpead by Mizielinski
and coworkers has never been applied to other adsorbategatwanic) hydrogen
[62, 63, 64, 65]. Even if parametrized based on DFT in the samae as in that
work, it bears the risk of relying upon a too approximate desion of the elec-
tronic structure for the semi-quantitative estimate aabhiere. Very accurate “di-
rect” ab initio simulation of electron-hole pair excitations within tidependent
(TD-) DFT and Ehrenfest dynamics for the nuclei have alsy dlen applied to
hydrogen atoms impinging on the (111) surface of aluminum tuthe even for
this much simpler system almost intractable computatideatands [66, 67, 68].
When therefore looking for more effective treatments, oagt recognize that ap-
proaches based on electronic friction theory [44, 69, 7Dd&fpend critically on the
way how friction coefficients are calculated. When relyimgtie local density fric-
tion approximation (LDFA), an application in six-dimensal dynamical studies of
diatomics interacting with rigid surfaces is tractable][#®i1t has been criticized to
not be sufficiently accurate [73, 74]. More accurate caliate of electronic friction
coefficients are possible [75] and have proven very sucgkfsfthe description
of electronic damping of adsorbate vibrational motion [Mdtwithstanding, they
have never been used together with a high-dimensional batgssubstrate PES of
ab initio quality so far [77, 78]. More severely, already first apgiimas within a
forced oscillator model (FOM) for the electrons of the suditst have revealed the
proper description of spin transitions as an intrinsic gtwming of electronic fric-
tion theory [79, 80]. This, of course, makes any method basetthe latter highly
problematic when trying to describe the adsorption dynamfoxygen molecules.
In this situation, a new approach originally proposed by mien and Kratzer
is highly appealing [81, 82]. It relies on perturbation theapplied to a TD-DFT
framework. For any considered trajectory of an impingingeuole the essential
idea is to approximate the real time-dependent effectiverg@l by its counterparts
in a series of snapshots of the respective separate nordémendent ground state
problems. This motivates a Fermi’'s golden rule type exjpoes®r the transition
probabilities, which yield spin-resolved excitation spacvhen integrated along
trajectories. The total amount of energy dissipated inéztebn-hole pair excita-
tions is then obtained in a straight-forward fashion by gpereighted integrals over
these spectra. Applying this approach to tha@eraction with Pd(100), Meyer and
Reuter focused on four selected (non-dissociative) trajixs [60], obtained from a
six-dimensional PES and chosen to span the range of pogsipiegements: Con-
trasted were side-on and head-on approaches over diffeiggnsymmetry sites of
the Pd(100) substrate. Figure 6 compiles the correspomdsudts for one of these
trajectories. As a first important insight, the energy losd anderlying e-h pair
spectra differed considerably for the different impingesewith the absolute loss
becoming larger the closer the molecule encounters thaciriThis constitutes
already a nice confirmation of one of the key results of theteda friction work
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Fig. 6 Electron-hole pair excitations created by anr@lecule impinging side-on above a hollow
site (-para as shown in the inset at the bottom. (a) P&s3 along the trajectory given by the
reaction coordinat& (neural network interpolation = black solid line, DFT inpadta = black
circles), as well as projections of the spin density ontottre constituting oxygen atoms (Q
OB = dotted lines in shades of dark red, sum df &d C = light red solid line). (b) Evolution
of reaction coordinat€(t) and corresponding velocit®(t) with timet along the trajectory. (c)
Separate electron (at positive excitation energies) amel (@ negative excitation energiésv)
spectrePy) . (hw) andPg . (hw). (d) Total e-h pair spectrumg; (hw) together with resulting total
dissipated energies. All spectra are for a half round trifhveixcitation energiebw relative to
the Fermi energy. Both majorityf ( violet) and minority (, blue) spin channels are shown. From
Meyer and Reuter [60].

of Juaristiet al. [72]: The importance of the high dimensionality of the malles
substrate interaction also extends to e-h pair excitatidmpsoper assessment of the
role of this dissipation channel thus needs to necessatifyon a representative set
of impingement scenarios and not just one model trajeciwiwithstanding, even
for the trajectory with the closest encounter to the surfdeetotal loss into e-h pair
excitations only yields about 80 meV. Even when tripling ithidial kinetic energy
of the impinging molecule, this “educated maximum estirha&eot changed sig-
nificantly. Consequently, the e-h pair excitation changeilrilike to dissipate more
than 5% of the total chemisorption energy. On the one harsl jghvery much in
line with the findings of other studies going beyond singtamag at metal surfaces,
regardless of whether the impinging diatomic moleculeiedra permanent dipole
moment (HCI on Al(111) [83]) or not (kFlon Cu(110), N on W(110) [72]), as well
as with the hitherto unsuccessful attempts to detect cheneiats in experiments
over polycrystalline palladium [84]. On the other handsitémarkably low com-
pared to e.g. H impingement over the threefold hollow sité\l§111). The latter
leads to a comparable release of chemisorption energy & i{Pd(100) sys-
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tem, but the computed amount of energy taken up by e-h paissowa order of
magnitude more, i.e. 1 eV (albeit likely favored by a penairaof the adsorbate
into the first substrate layer) [66]. In this situation it igfidult to arrive at a final
conclusion as to the relevance of electronic excitationadgorption processes at
metal surfaces in general. With recent quantitative stiglioefficient calculations
for O,/Ag(111) finding no necessity to invoke electronic non-adiicity to ratio-
nalize the measurements [85], it seems, however, that ebect to the sticking of
O, noticeable effects are at best restricted to alkali, atieadiarth or simple metals.
Indeed, for Mg(0001) and Al(111), a description of adsanptiynamics beyond the
Born-Oppenheimer surface within the simple model of Heflirhas provided good
agreement with available experimental data [86, 87, 88].

4 Adiabatic dissociation dynamics and phononic dissipation

Even at surfaces, where electronic non-adiabaticity cdnllyedismissed, life does
not become any easier for the quantitative modeler aimingudy the Q disso-
ciation dynamics. In comparison to e.g. the case of hydragemetal surfaces,
the PES underlying the dissociation dynamics is governeddmplex metal-Q
rr-orbital interactions and correspondingly much more stned. This leads to a
large degree of complexity involving the co-existence ofenalar and atomic ad-
sorption states. Furthermore, the release of a ratherisiaaiount of chemisorption
energy (typically of the order of several eVs) dictates tteed the description be-
yond the molecular degrees of freedom. Instead of a mere &5 &Ecustomary in
the traditional hydrogen dissociation studies, some awcoheat dissipation into
the substrate phonon bath needs thus to be included in thelnTdds complexity
has to date only been met by a few seminal studies, and oftag tether strong
approximations. As this survey cannot provide an exhagstocount anyway, we
will deliberately not cover more widespread qualitativ@agaches to include sub-
strate motion in dynamical studies, as e.g. surface otmifid89] or generalized
Lagevin-type models [90]. Instead, the following selectedwcases serve merely
to illustrate the complexity and new physics encounteregmwhoving to the "more
complex “diatomic”, as well as first attempts to describetldéssipation more quan-
titatively.

4.1 Tight-binding molecular dynamics simulations of the
O,/Pt(111) adsorption dynamics

One of the first attempts to include a more quantitative tneat of phononic energy
dissipation into the modeling of the dissociation processerned the @Pt(111)
system. Due to its substantial technological relevanag, with respect to car-
exhaust catalysts [91] or for fuel cell electrodes [92]sthystem has been the ob-
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Fig. 7 Potential energy surface of the dissociation ef @(111) determined by thab initio de-
rived tight-binding Hamiltonian. The coordinates in theufig are the @ center-of-mass distance
from the surfaceZ and the O-O interatomic distancke The configurations of the remaining, O
degrees of freedom are illustrated in the insets. The cospacing is 0.2 eV per £molecule. In
(a) a trajectory of an @molecule with an initial kinetic energy of 0.6 eV scatterédPg111) is
also plotted. From Eichlest al.[104].

jective of a significant number of studies [93, 94, 95, 96,987,99, 100], rendering
it among the best studied systems in surface science.

At surface temperatures below 100 K, three moleculaa@sorption states on
Pt(111) have been identified. Below 30 K, a weakly bound soybied species
exists [94]. Up to 100 K, two different kinds of molecularlhemisorbed states
are found [101, 102] which have been characterized as pdikxdO, 2) and
superoxo-like (@), respectively. This assignment of the chemisorbed mddecu
states has been confirmed by electronic structure calonkit the DFT-GGA
level [103, 104]. According to these calculations, the sape-like O, species that
still has a magnetic moment corresponds to amf@lecule adsorbed over the bridge
position with the two O atoms oriented towards the adjaceatdns in a so-called
top-bridge-top (t-b-t) configuration, whereas the non-n&ig peroxo species has
been identified as £molecules adsorbed in a slightly tilted bridge-hollow-tom-
figuration above the threefold hollow sites. Interestinghough, molecular beam
experiments yielded the rather surprising result that erymolecules do not dis-
sociate at cold Pt surfaces below 100 K [95, 98, 99], eveneahiphest accessible
kinetic energies of 1.4 eV which are much higher than theodission barrier.

The PES of Q/Pt(111) derived from DFT-PBE calculations [104] is illteged
in Fig. 7 where two representative elbow plots are showny Toerespond to two-
dimensional cuts of the PES as a function of thed®nter-of-mass distance from
the surface and the O-O interatomic distance. Panel (agpieshe elbow plot of
the superoxo molecular precursor state located above ttgebsite. The access



18 Christian Carbogno, Axel Grof3, Jorg Meyer, and Karsteat&

from the gas phase is non-activated, i.e. it is not hindeyeahly barrier. The peroxo
states above the threefold hollow sites (not shown) whiehearergetically almost
degenerate with the superoxo state [103] can also be direotessed from the gas
phase. Note that there is a large uncertainty with respetietchoice of the GGA
functional, as far as the £2Pt(111) interaction is concerned. Using the GGA-PBE
functional [8] the adsorption energy in the superoxo stit®i6 eV [104] whereas
itis reduced to -0.1 eV [100] when the GGA-RPBE functiondl][is used.

As Fig. 7 demonstrates, the interaction of With Pt(111) crucially depends on
the lateral position of the ©molecule, i.e. the @Pt(111) PES is strongly corru-
gated. By shifting the molecule by abouiin lateral direction from the superoxo
configuration to a near-top site, the nature of the intepacis changed from at-
traction towards the molecular precursor (Fig. 7b) to grapulsion with a barrier
towards dissociation of almost 1 eV (Fig. 7b), which is fertincreased to 1.3 eV
for O, above the top position [104]. In addition, the PES is hightysatropic,
molecules approaching the surface in an upright fashioemsmpce pure repulsion.
Also rotations with the @axis parallel to the surface are strongly hindered for ex-
ample at the threefold hollow positions [104]. In fact, thajamity of adsorption
channels are hindered by barriers; direct non-activateesscof the molecular pre-
cursor states is possible for only a small fraction of imitianditions.

In molecular, i.e. non-dissociative adsorption, the ingrig molecule can only
stay at the surface if it transfers its excess kinetic enévgye substrate degrees
of freedom. This means that in order to reliably determinekistg probabilities of
O, on Pt(111), an accurate representation of the PES has touptedowith an
appropriate modeling of surface recoil and energy disgipaf his requires to take
into account a rather large number of degrees of freedomaersitmulations. To
date this can only been done in classical simulations simeedmputational effort
in quantum dynamical simulations rises exponentially \lith considered degrees
of freedom. In order to avoid the large cost of dirabtinitio molecular dynamics
(AIMD) simulations, the first dynamical studies of the aggamn of O, on Pt(111)
were performed using a tight-binding molecular dynamidBNID) scheme [105]
with the O-Pt interaction parameter derived from DFT caltiohs, describing the
adsorption in a periodic setup withincéd x 4) unit cell.

The sticking probabilities of @Pt(111) derived from the TBMD simulations [106,
107] are compared with the experiment in Fig. 8a. Althoughcatantitative dis-
crepancies between theory and experiment exist, the agreésrsatisfactory. More
importantly, the TBMD simulations helped to clarify impant dynamical aspects
of the G/Pt(111) interaction. The experimentally observed ihgtaong decrease
of the sticking probability as a function of the kinetic egyewas originally asso-
ciated with the trapping into a molecular physisorptioniesf8, 99]. However, the
potential energy surface on which the TBMD simulations wesed on did not ex-
hibit any physisorption well. Instead, the strong decredsbe sticking probability
is caused by the strong suppression of steering [108] to tHeaular chemisorption
well. Thus it is not the energy transfper sethat determines the trapping probabil-
ity as usual in molecular adsorption, but rather the prditgid enter the molecular
chemisorption state.
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Fig. 8 Panel a: Trapping probability of £Pt(111) as a function of the kinetic energy for normal
incidence. Results of molecular beam experiments for sarfamperatures of 90 K and 200 K
(Luntzet al.[93]) and 77 K (Nolaret al.[99]) are compared to tight-binding molecular dynamics
simulations [106, 107] for the surface initially at re$t & 0 K) and AIMD simulations for @ on
Pt(111) and Pt(211). Panel b: Energy redistribution in ed @a-Pt(111) distance irk along a
TBMD trajectory for an initial kinetic energy dxin, = 1.1 eV. From Groset al.[106].

The TBMD simulations also reproduced the experimental figslithat the im-
pinging G molecules do not directly dissociate, even at the highestid energies
that are much larger than the dissociation barrier. Thigolagion can be explained
by the PES topology. In Fig. 7a, the projection of a trajecapproaching the super-
oxo chemisorption state is shown; the initial energy of then®@lecule was 0.6 eV.
This energy is sufficient to enter the channel towards diatige adsorption. Yet,
the molecule is first accelerated towards the chemisorpt@ihand then scattered at
the repulsive wall of the potential. Entering the dissaorathannel requires a con-
version of the energy perpendicular to the surface into tHe @brational mode,
but the curvature of the PES does not induce such a convef@igndoes not mean
that direct dissociative adsorption o, @n Pt(111) is not possible, it is just very
unlikely. Hence the dissociation of,(n Pt(111) is typically a two-step process:
First the molecule becomes trapped in a chemisorption waed, then induced by
thermal fluctuation it might enter the dissociation channel

Another experimental fact is reproduced by the TBMD sirriafe, namely the
leveling off of the sticking probability at high kinetic ergges. This behavior is sur-
prising since in atomic and molecular adsorption the stighirobability typically
decreases monotonically with increasing kinetic energpgesthe energy transfer
necessary for sticking becomes less efficient at highetikieaergies [109]. In fact,
if the impinging @ molecule is treated as a point-like object, it would neviakst
at the surface at such high energies [106, 107]. Hence itpsiitant to take all rele-
vant degrees of freedom into account in order to understandticking process. In
Fig. 8b, the energy redistribution of g @olecule hitting the Pt(111) surface along
a TBMD trajectory leading to sticking for an initial kinetemergy ofEin = 1.1 eV
is plotted. Directly after the first impact, most of the ialtkinetic energy of the
molecule is transferred into internal degrees of freedartafions and vibrations)
and kinetic energy lateral to the surface. This energy isamatlable for escaping
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the surface again. Consequently, therfolecule becomes dynamically trapped. In
this trapped state, it continues to bounce back and forth regpect to the surface,
and with each bounce it transfers an additional amount afggrte the surface that
is taken up by surface vibrations. Eventually, after 1.5past of the initial energy
is transferred to the substrate, i.e. the molecule hasibratiéd with the surface,
and the molecule’s energy is not sufficient any more to lehgestirface.

There is, however, one technical problem with these siraulat The TBMD
simulations have been performed within the microcanominaémble which means
that the total energy of the systems is kept constant aloedr#jectory. Conse-
quently, during the dissociative sticking a large fractidnthe initial kinetic energy
plus the chemisorption energy has to be taken up by the stbstibrations. As
Fig. 8b demonstrates, the Pt substrate atoms have in fastdjabout 1 eV kinetic
energy upon the adsorption of the @olecule. In principle this energy should be
dissipated into the Pt bulk via phonon propagation and anbaic phonon decay.
However, because of the finite unit cell, this is not possilblee created phonons
are literally reflected by the periodic boundary conditiofbkis leads to a spuri-
ous strong local heating of the surface. For the assessmém mitial molecular
trapping and dissociation, this should not be too much ofablem. Following
the longer-term adsorbate motion ensuing the dissocigtioness (possibly until
the full equilibration with the substrate) is, however, mspible without including
some form of extended phononic heat bath into the modeling.

4.2 Abinitio molecular dynamics simulations of the O,/Pt(111)
and O,/Pt(211) adsorption dynamics

Due to the implementation of more efficient algorithms areddgber-increasing com-
puter power it has recently become possible to perform sttatly sufficient num-
ber ofab initio molecular dynamics (AIMD) simulations of adsorption preses at
metal surfaces [110] in which the forces necessary to iategthe equations of
motions are determined “on the fly” by first-principles eteaic structure calcu-
lations. In Fig. 8a, preliminary results of AIMD simulatisof O,/Pt(111) are in-
cluded. The obtained trapping probabilities are somewhatler that those derived
from the earlier TBMD simulations. This can be related to fénet that the RPBE
functional [10] has been employed in the AIMD simulationgethieads to a more
repulsive Q-Pt(111) interaction than within the PBE functional [9]tkaas used to
derive the tight-binding Hamiltonian.

The agreement is nevertheless good enough to demonstat&IMD simula-
tions can nowadays yield similar quality results as prewgdiivide-and-conquer
approaches based on interpolated PESs (at least for nidaisticking coefficients
where statistics are rather benign). This is good news is¢nse that AIMD sim-
ulations offer a much more straightforward way to includbsttate mobility, and
thus phononic heat dissipation. The computational effoAIMD is furthermore
basically related to the size of the unit cell so that alsoem@amplex surface struc-
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Fig. 9 Left panel: Calculated molecular,@dsorption energies and energies of the transition state
towards dissociative adsorption as a function of the lodaddd centegq [100, 112]. Right panel:
Snapshot at = 6.3 ps of an AIMD trajectory of @ impinging on Pt(211).

tures can be accessed as long as the unit cell does not bemotagge. Considering
the above mentioned restrictions with respect to the riilialof longer-time evo-
lution (unless enabling additional heat bath dissipati®explained in Section 4.3
below), microkinetic AIMD simulations are thus particuiesuited to study the ini-
tial adsorption dynamics on e.g. precovered [110, 111]epmstd surfaces.

Scanning tunneling microscopy experiments have revedlad@ molecules
preferentially dissociate at step sites of vicinal Pt stefa[100]. Corresponding
DFT calculations have shown that the @issociation barriers are in fact slightly
larger at the steps than on terraces (see Fig. 9) [100, 11”hvgeems to be at
variance with the experimental findings. However, theliihding to the steps is
much stronger than to the terraces so that molecules agpnggihe steps gain a
much higher energy. Still, the consequences of this muchehnignergy gain upon
adsorption on the dissociation dynamics have been unclear.

In order to clarify this issue, AIMD simulations of dmpinging on Pt(211)
have been performed. Figure 8a also includes estimatddrgiprobabilities de-
rived from these simulations for two different initial kie energiesEgj, = 100
and 800 meV. As expected, because of the higher adsorptenyerhese sticking
probabilities are larger than those derived from the AIMBugliations for the flat
Pt(111) surface. Interestingly enough, the much highesr@di®n energy on Pt(211)
apparently only plays an important role at low kinetic emesgSurprisingly, at high
kinetic energies the sticking probabilities on Pt(111) &i(211) are rather sim-
ilar. This is most probably due to the fact that the stickimgh@bility is largely
determined by the trapping into the dynamical precursorctviioes not depend
significantly on the well depth.

An analysis of the trajectories leading to sticking revehét the @ molecules
in these cases all end up at the energetically most favosdtielat the upper side
of the steps. The right panel of Fig. 9 shows the final statenddamolecule ini-
tially impinging on the terrace of the Pt(211) surface. Amgpdly the mobility of
the G, molecules after being trapped is still high enough that tléfind the en-



22 Christian Carbogno, Axel Grof3, Jorg Meyer, and Karsteat&

ergetically most favorable adsorption site before theybsefully accommodated.
This supports the experimental observation of preferkokizggen adsorption at the
steps.

4.3 Hot-adatom motion: O, dissociation at Pd(100)

Either through TBMD or AIMD the work reviewed in the preceditwo sections
has allowed for a first treatment of substrate mobility. Intcast to earlier divide-
and-conquer approaches (at best coupled to qualitatifacguoscillator models)
this enables a much more realistic simulation of initighping probabilities or even
molecular dissociation out of trapped states. Due to theaoamonic setup in pe-
riodic supercell geometries, there are, however, stilltwaamental shortcomings
inherent to these approaches: Even in the largest superadiich are currently
at the limit of being computationally tractable within AIMEmulations, substrate
phonons with small wave lengths are still not well descriti&gen worse, surface
phonons, which are often assumed to be crucial for the engstpke in simple
models [113], are not described at all as a sufficiently langmber of slab layers
cannot be afforded in those state-of-the-art simulatiSesond, the propagation of
any excited phonon mode is limited due to the unphysicalgtdies at the super-
cell boundaries, i.e. the energy transferred into the phimdegrees of freedom has
no possibility to leave the system. This can lead to a sigmificinrealistic heating
of the substrate in the simulations, with concomitant cqusaces for the (longer-
term) adsorbate dynamics. Therefore, it is not surprisivag & proper account of
substrate mobility has only recently been termed as oneeopthsent key chal-
lenges for the theoretical modeling in molecule-surfaaetiens for any molecule
heavier than K [114].

There are a number of approaches in the literature that qoaidde such a
heat sink for molecular dynamics simulations of surfacecpsses, thus account-
ing for energy dissipation. Within the spirit of an Einstgghonon model, one of
the simplest ones would be the already mentioned quaktativface oscillator
models [89, 115, 116]. While only recently an attempt was ensdestimate the
few material specific parameters of the former by evaluatimgplings to individ-
ual surface atoms [117], very often surface phonon modes haen used [113].
Quite in contrast, a potentially large but "only” harmonith representing the vi-
brational degrees of the substrate can be included whertraotisg system-bath
model Hamiltonians of Lindblad form in the context of gastaoe dynamics —
originally motivated by a quantum mechanical treatmenhefriuclei in case of hy-
drogen adsorbates[118, 119]. Notwithstanding, in practtate-of-the-art versions
of these Hamiltonians are still based on parametrized muatentials for the sys-
tem and system bath interactions [120]. Going beyond lisgstem-bath coupling
and thus from one-phonon to multi-phonon processes [122, 123, 124, 120]
represents a hitherto largely unsolved challenge [125htA@r numerically unde-
manding and at first glance intuitive approach to withdrawrgy from the finite
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Fig. 10 Schematic illustration of the QM/Me scheme for metallicteyss: A periodic simulation
cell (blue) treated within DFT (QM), thus allowing for an acate description of the metallic
band structure and its implications for the adsorbatetsatesbinding, is embedded into a large
bath treated at the MEAM (MM) level as shown on the left: Oritg adsorbate and adsorbate-
substrate interaction are extracted from the former by ifogndifferences between the former
with and without adsorbate (right, upper part). Followihg hearsightedness principle, resulting
differences of Hellman-Feynman forces (green) decay duiekh increasing distance from the
adsorbate (right, bottom) and can thus be embedded.

supercell would be to employ thermostats that yield comtirsutrajectories (e.g.
[126]). In this widespread molecular dynamics concept theagions of motion are
modified in such a way that an appropriate ensemble of tk@jest provides cor-
rect nonNV E statistical properties. Within a canonical ensemble deson ther-
mostats would therefore by construction withdraw the delaadsorption energy
to maintain a preset system temperature. However, theatscate in general only
designed as a sampling tool to obtain correct statisticgpgnties of the system at
equilibrium. A priori, it is highly questionable whether the rate with which they
withdraw the released excess energy during the non-equilibprocess given by
an adsorption event is properly described. In additionhis statistical approach
the individual trajectories lose their physical meanirtgreby giving away much
of the important dynamical information specifically soughAIMD of adsorption
processes. This disadvantage applies equally to the fahdpproaches relying on
generalized Langevin equations (e.g. [90]), which funthere also treat the sub-
strate as a harmonic solid. In addition, just like the modaititonians mentioned
before, these approaches rely on the Markov approximatimenwntegrating out
bath degrees of freedom [90, 118, 123] — assuming that thegstio system of the
substrate is only weakly perturbed from equilibrium. Thigint be problematic if
most of the dissipated energy is at least initially depadsitéo a small set of modes
(e.g. predominantly surface modes).

A deterministic approach, which should allow to investigatost of the afore-
mentioned assumptions from a first-principles point of viewuld instead be the
well-known QM/MM ansatz: A small quantum-mechanical regiembedded into
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Fig. 11 Heat dissipation during £dissociation at Pd(100): Total kinetic energy of all paiilad
atoms in the bath (thick gray line) as well as those in the QBlévhbedding cell contained therein
(thick blue line) as a function of time. The area betweendh®g curves is a measure for the
dissipated heat. In addition, the kinetic energy of theatigging oxygen molecule is also shown
(thin red line). From Meyer and Reuter [129].

a very large environment described at the molecular-meact#vel [127]. The lat-
ter, for metallic substrates e.g. a modified embedded atothadéMEAM) poten-
tial [128], is computationally much less demanding com@aoeelectronic structure
calculations. The MM region could therefore easily be chdsege enough to ef-
fectively mimic energy dissipation into the bulk on the tiswales relevant for the
adsorbate equilibration. The problem that prevents thectiapplicability of this
ansatz to metallic systems is that the latter are necegsiasktribed within periodic
boundary condition calculations to accurately repredemntetallic band structure
[127]. This dilemma has recently been overcome by Meyer agutd® with an ap-
proach coined "QM/Me” [129]. The essential idea of the ajjgiois to separate
chemical and elastic contributions to the substrate foacising during a dissocia-
tive adsorption process. Treating the short-ranged cledifticces at the DFT level,
and the long-ranged elastic contributions at the MEAM-geeé Fig. 10, corre-
sponding QM/Me dynamical simulations allow to seamlesalyol AIMD at metal
surfaces by a quantitative account of the physics of (sajfpbhonons.

A first application of this novel ansatz has focused on theadigtion dynam-
ics of O, at Pd(100). The work built on a preceding detailed analysth® PES
at larger distances from the surface (obtained in the toaudit divide-and-conquer
way for a static Pd(100) substrate, cf. section 3.2), whilgnfified a strong steer-
ing of almost all impinging molecules into one dominant antre channel [55]. The
QM/Me simulations correspondingly focused on a represigetaajectory initiated
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in this entrance channel. The results summarized in Figradige a direct confir-
mation of the relevance of the QM/Me-embedding, i.e. toudelan extended heat
bath to properly describe the dynamics of a surface procegxa@thermic as the
dissociation of oxygen. The essential adsorbate dynanmtiknear equilibration
with the substrate takes roughly place in a time span of 1.&tpghich moment the
remaining kinetic energy on each O atom is still somewhavaty® meV. The rest
of the sizable 2.6 eV chemisorption energy, cf. section [3a®,gone into substrate
degrees of freedom, and, most importantly, 80% of this seldaheat has already
left the DFT surface unit-cell. In any conventional microoaic AIMD simulation
this substantial amount of heat would have been spurioafiiyated by the periodic
boundary conditions and then led to a falsification of theodakste motion.

While this underscores the importance of the energy tratsthe substrate, the
results in turn also show that even after 1.5 ps still somé®féleased chemisorp-
tion energy is left in the molecular degrees of freedom. Taedfer is thus nowhere
near "instantaneous”, which in fact shows up dramaticallthie adsorbate motion
ensuing the actual dissociation event. As shown in Fig. #Ir¢teased chemisorp-
tion energy first leads to a steep increase of the oxygeni&ieaergy. This cre-
ates "hot” adatoms that rapidly slide over several lattioastants while succes-
sively losing their kinetic energy to phonon excitationgthivi the recorded 1.5 ps
the adatoms thus travel over four bridge-site transitiatest This "hot” diffusive
motion would have taken on the order of milliseconds in tharequilibrium at
room temperature according to conventional transitiotestiaeory and the com-
puted static DFT-PBE barrier. A corresponding "hot adatengtion after disso-
ciative adsorption has recently been found in AIMD simuwlas$ of the dissociative
adsorption of H on Pd(100) [130] and has been repeatedly inferred from éxper
ments addressing Qdissociative adsorption, prominently at Al(111) [31, 1®t]
Ag(100) [132], but could never be confirmed by theoreticaldeling before for
Oz/metal systems [133, 134].

One possible reason for this discrepancy could be that giegenodeling ana-
lyzed this phenomenon from too static a PES point of view, mgrely comparing
the released chemisorption energy to the static diffusandrs. One intriguing as-
pect that comes out of the seminal QM/Me-simulations at @ik instead a much
more dynamic picture [136]: As shown for a snapshot alongctiraputed trajec-
tory in Fig. 12, the phonon excitations concentrate largelpne mode, namely
the so-called S6 surface phonon mode [135]. This is a latecale that induces
a kind of breathing motion of the top-layer Pd atoms perpaundr to the hollow-
bridge-hollow [100] direction at the surface. This makaatiitively plausible why
preferentially this mode gets excited by a O adatom diffysitong hollow-bridge-
hollow. Vice versa, however, the resulting strongly noarthal population of this
mode (and the corresponding strong lateral displaceménibed’d surface atoms
surrounding the adatom) also couples back onto the diffusietion: The Pd atoms
literally make way for the approaching adatom, reducingethergetic barrier and
fostering the hot translation into the next hollow site PES&imum [136].

Apart from these intriguing insights into the coupling be&m energy dissipa-
tion and adsorbate dynamics, the prominent populationeoBh mode also nicely
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Fig. 12 Analysis of phonon mode excitationtat 200 fs during the @dissociation at Pd(100) tra-
jectory summarized in Fig. 11. Surface-projected phonordistructure (left) and phonon density
of states (right) are shown together with the actual pomnaif modesEP"(w) at this moment
in time. A strongly non-thermal population of the so-cal&8 surface phonon mode [135] can be
discerned. From Meyer and Reuter [136].

reflects back on the level of modeling required to adequatedt the dissociation
process. First of all, it is not the energetically low-lyiRgyleigh modes that be-
come dominantly excited — quite in contrast to what has besguently assumed
in model Hamiltonian studies [137, 121, 118, 123, 138, 1Bdtontrast to the S6
mode these modes predominantly involve surface Pd atontadmments normal
to the surface. Apart from the low energy cost to excite théms, displacement
pattern has been one motivation for their consideraticawivig the adsorption im-
pingement as leading to some form of surface indentatioandithese lines, the
now revealed strong excitation of the S6 mode can thus benalized as a conse-
guence of the adsorbate atom’s ability to resolve the atsinicture of the surface:
Rather than normally indenting a structureless substogidatyer, the dissociating
O atoms move into the Pd(100) hollow sites and instead pueskoi layer atoms
laterally aside. Second, the strong concentration on the&#e leads to a strongly
non-thermal excitation of the latter, with about 100 me\tetbin it for instance in

the snapshot shown in Fig. 12. As mentioned above, such &pindhon nature of
the excitation is difficult to grasp in common system-battiifeonian approaches
[125]. Moreover, with such a strongly non-thermal populatalso an appropriate
description of phonon decay through anharmonicities irstifestrate potential be-
comes relevant, otherwise the energy stored in the S6 maattfisially kept close

to the surface and may potentially affect the continuingduoste motion. Also this
aspect is not commonly met in system-bath approaches, scatérg the relevance
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of an accurate reference technique like QM/Me in identifyamucial aspects that
need to be captured in simplified stochastic models.

5 Conclusions and Outlook

In this chapter we have reviewed recent progress in the rmapel the G adsorp-
tion dynamics at metal surfaces. This modeling builds orxéernsive body of work
and insight obtained over the last 20 or so years for thandtal interaction, previ-
ously considered abeprototype system for gas-surface dynamics. While the move
from one diatomic to another might seem marginal at first ggamour discussion
has highlighted a number of significant additional comgleginot met in the pre-
ceding h-centered work. Some of these complexities could be mereifgpges
of the oxygen molecule. Others could as well be importanegarfeatures found
for any heavier adsorbate. The spin selection rule proliemia the G-metal in-
teraction certainly belongs more to the prior category. B, dther hand, as has
become clear from the discussion, there is as yet no trendrstahding as to the
relevance of electronic non-adiabaticity during adsorpfrocesses at metal sur-
faces at all, so the specific viewpoint from a spin-triples-ghase molecule might
be quite helpful. What is for sure an important general fieatiwt encountered in the
prototype H/metal system is the necessity to accurately describe gsgdition of
the released chemisorption energy, and therewith to a¢dousubstrate mobility
in the modeling. This is already a crucial aspect in the tgibjcrather exothermic
O,-metal interaction, and will become even more importantrvimving to even
heavier/multi-atom adsorbate molecules.

Already by itself an appropriate modeling of energy dissgrain adsorption dy-
namics would be a severe methodological challenge. Thessigg¢o account for it
when moving away from the simplesfinetal example, is, however, also accompa-
nied by the necessity to adequately capture an increasioghplex and corrugated
PES landscape, owing in the @ase to the interaction with the molecutaorbitals.
For multi-atom adsorbates the lowered symmetry and pnefiaténteractions with
different molecular moieties will further add to this corayity. Altogether this puts
ever more emphasis on the need for sufficient statisticdbesgoons and evaluations
of the high-dimensional PESs. This higher dimensionalitgasorption processes
of larger molecules at mobile substrates (compared to thatsn for simple di-
atomics at static surfaces) might dictate a methodologluélaway from prevalent
divide-and-conquer approaches. On the other hand, it dgaly the need for suf-
ficient statistics that would speak against their replacerbg direct AIMD-type
simulations (suitably augmented by some form of phononét bath) — at least for
the time being. Solving this dilemma will be a central costene of future work in
this field. Most certainly it will require the advancemeneafsting and development
of new theoretical machinery. Looking in retrospect at esponding developments
first undertaken for the fadsorption dynamics and then for the here reviewged O
adsorption dynamics at metal surfaces, this is not a thieatgh. In the end it is



28 Christian Carbogno, Axel Grof3, Jorg Meyer, and Karsteat&

precisely this possibility to sharpen the methodologioalg that makes work on
the dynamics of such simple, yet well-defined model systemgasthwhile.
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