ABSTRACT: Structures and processes at water/metal interfaces play an important technological role in electrochemical energy conversion and storage, photoconversion, sensors, and corrosion, just to name a few. However, they are also of fundamental significance as a model system for the study of solid–liquid interfaces, which requires combining concepts from the chemistry and physics of crystalline materials and liquids. Particularly interesting is the fact that the water–water and water–metal interactions are of similar strength so that the structures at water/metal interfaces result from a competition between these comparable interactions. Because water is a polar molecule and water and metal surfaces are both polarizable, explicit consideration of the electronic degrees of freedom at water/metal interfaces is mandatory. In principle, ab initio molecular dynamics simulations are thus the method of choice to model water/metal interfaces, but they are computationally still rather demanding. Here, ab initio simulations of water/metal interfaces will be reviewed, starting from static systems such as the adsorption of single water molecules, water clusters, and icelike layers, followed by the properties of liquid water layers at metal surfaces. Technical issues such as the appropriate first-principles description of the water–water and water–metal interactions will be discussed, and electrochemical aspects will be addressed. Finally, more approximate but numerically less demanding approaches to treat water at metal surfaces from first-principles will be briefly discussed.

1. INTRODUCTION

Water with its chemical formula H₂O is a seemingly simple inorganic molecule that is transparent, tasteless, odorless, and nearly colorless. At the same time it is one of the most mysterious liquids on our planet due to a large number of anomalies compared to simple liquids.¹² Water is not only essential for all known forms of life, but its interaction with interfaces also plays a critical technological role.²³ For example, fuel cells and electrolyzers, but also many photocatalysts, are based on electrocatalytic processes at the interface between an aqueous electrolyte and an electrode.³ Yet, processes that one would rather like to avoid, such as corrosion, also occur at water/metal interfaces.⁵ Thus, it is
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2. THEORETICAL DESCRIPTION OF THE WATER–WATER AND WATER–METAL INTERACTIONS

This Review focuses on studies providing an atomistic understanding of structures and processes at water/metal interfaces. Because of the high computational effort associated with an appropriate consideration of the liquid nature of water, numerically inexpensive approaches such as force-field methods appear to be the natural choice. Indeed, there are well-suited parametrized classical interaction potentials that faithfully describe the water–water interaction and reproduce structural properties of water rather satisfactorily. These reliable water interaction potentials have also been used in molecular dynamics studies addressing the structure of the metal–water interface at finite temperatures. Such studies have certainly provided the basis for a fundamental understanding of the properties of water/metal interfaces. Still, it needs to be noted that classical parametrized interaction potentials typically only describe one family of materials reliably. However, there is no interpolation scheme based on physical and chemical concepts that reproduces water and metal properties satisfactorily at the same time. Force fields are well-suited to describe covalently and weakly bonded systems, but they do not really capture the essence of metal bonding. Besides, force fields typically fail to describe bond-breaking and bond-making processes. Reactive force fields based on bond-order concepts are free from this restriction, but they require a considerable fitting effort and are therefore typically restricted to a small number of elements. On the other hand, interpolation schemes including many-body effects such as the embedded atom method (EAM) are appropriate for simple metals but cannot appropriately reproduce covalent bonding.

Recently, techniques based on machine learning such as artificial networks have become rather popular as a tool to represent interaction potentials. They are very versatile and in principle can reproduce any multidimensional potential energy surface. In fact, they have already been used in some cases.
successfully applied to address structural properties of liquid water, water/metal interfaces, and water/oxide interfaces. However, because their construction procedure is not based on any chemical insights, their fitting usually requires large training sets. Furthermore, similar to many other interpolation schemes, the effort to obtain neural-network interaction potentials often scales exponentially with the number of atom types considered in the potential.

Instead of classical interaction potentials, semiempirical methods taking the quantum nature of the atomic interaction into account to a certain extent might be suitable for the description of water/metal interfaces. For example, the empirical valence-bond (EVB) model has been used to describe the dynamics of the proton transfer from an electrolyte to metal electrodes. The EVB method can be regarded as an extension of the force-field approach by including a region that is treated quantum mechanically in the spirit of hybrid quantum mechanical/molecular mechanics (QM/MM) methods. Because of its relative simplicity, EVB methods allow one to treat systems of several thousands of atoms over long time scales. Still it suffers from the problem of all empirical interaction models: taking into account a new element in the simulation that has not been parametrized before requires a considerable additional fitting effort.

First-principles methods avoid this problem as they are in principle universal and capable of treating all chemical systems of interest. The only inputs needed are the element numbers of the considered atoms. In the fields of surface, interface, and condensed matter science, periodic DFT calculations represent the method of choice for first-principles electronic structure calculations. Although there are first implementations of ab initio wave function-based quantum chemistry into periodic codes, they are still much too time-consuming to address such extended systems. In the periodic DFT calculations, electron exchange and correlation are typically treated in the generalized gradient approximation (GGA) using functionals such as Perdew–Wang 1991 (PW91), Perdew–Burke–Ernzerhof (PBE), or its revised form (RPBE) in the implementation introduced by Hammer, Hansen, and Nørskov. Hybrid DFT functionals including exact exchange are rather popular for bulk water simulations. However, they are not appropriate for metal surfaces because they are still computationally very demanding for periodic systems and, even more importantly, they do not properly reproduce the properties of metals.

However, for a reliable description of water/metal interfaces, it is important that the chosen functionals reliably reproduce metal properties, and they should also yield a good description of water properties. Unfortunately, AIMD simulations of liquid water using the PBE functional showed that PBE water is overstructured. This overstructuring is illustrated in Figure 1, where the radial distribution functions g of the H–H, O–H, and O–O distances r derived from DFT liquid water simulations for several selected functionals are compared to the results of neutron-scattering experiments. With regard to the neutron-scattering data, the PBE results exhibit much higher peaks, i.e., PBE water exhibits a more crystalline structure than natural water. As a simple workaround, PBE water simulations have been run at a higher temperature of 350 K at which the calculated radial distribution functions resemble the experimentally measured ones at 300 K. However, this is not a satisfactory solution, as the dynamics of the metal and the interface are sampled under wrong thermodynamic conditions.

The failure of the PBE functional to correctly describe the liquid water properties has been traced back to the lack of dispersive interactions in GGA functionals. Including dispersion interactions in DFT liquid water simulations, either through semiempirical dispersion corrections or through van der Waals functionals leads to a much better agreement with the experiment. This overestimation of directional hydrogen bonding by replacing the PBE functional with the less-attractive RPBE functional together with the D3 dispersion corrections. The RPBE-D3 functional is not only successful in reproducing liquid water properties but also yields satisfactory results for the energetics and structures of small water clusters and bulk ice phases, for molecular adsorption energies, and even for the properties of supercritical water. Still, the RPBE-D3 functional does not yield the proper relative
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densities between the liquid and ice phases of water,\textsuperscript{76} as is also the case for other GGA functionals including the van der Waals interaction.\textsuperscript{86} This deficiency is corrected for when the strongly constrained and appropriately normed (SCAN) meta-GGA functional\textsuperscript{101} is used.\textsuperscript{102} Still, the RPBE-D3 functional represents a good choice for a reasonable trade-off between accuracy and computational performance in the first-principles description of liquid water and water/metal interfaces, as the consideration of dispersion interactions does not only improve the DFT treatment of liquid water. It also leads to a more accurate description of the metal—water interaction.\textsuperscript{103–105}

Yet, there is another field of concern with respect to the simulation of water. Due to the light mass of hydrogen, quantum nuclear effects\textsuperscript{106} might play a role in the water dynamics with respect to its thermodynamic quantities and structural properties.\textsuperscript{12,107} For example, by applying quantum statistics for the occupation of the water O–H vibrations, a quantum correction of ~0.04 eV per water molecule is obtained.\textsuperscript{108} Furthermore, the influence of the quantum nuclear effects in water is also reflected by the fact that there is a nuclear isotope effect in the autoionization of water.\textsuperscript{12} Quantum delocalization effects on the structural properties of water, for example, can be taken into account using path-integral methods.\textsuperscript{109} Indeed, for proton transfer in liquid water according to the Groththus mechanism, quantum-delocalization effects are non-negligible.\textsuperscript{110} Still, there are conflicting results based on path-integral Car–Parrinello molecular dynamics studies on whether nuclear quantum effects soften\textsuperscript{111} or harden\textsuperscript{112} the structure of liquid water. Furthermore, path-integral studies also found that the O–O radial distribution function is hardly affected by nuclear quantum effects,\textsuperscript{113} which could be due to the fact that there are competing quantum, tunneling, and zero-point effects that can cancel to a large extent.\textsuperscript{113–115} In first-principles simulations of water/metal interfaces, nuclear quantum effects are typically neglected as their consideration is numerically rather demanding. Still, effects of the nuclear quantum delocalization on the ionization of water at aqueous electrode interfaces have been found,\textsuperscript{116} as will be discussed later.

In the following, there will be some figures illustrating the structure of an adsorbed water monomer, dimer, and hexamer, as well as of different bilayer structures, on Pt(111). These static water structures have been recalculated for this Review using the setup described in ref 98, i.e., by RPBE-D3 calculations, in order to have a consistent structure determination. Furthermore, we have redesigned the presentation of other water structures determined in previous studies of our group in order to have a consistent presentation of these structures so that the comparison is not hampered by varying designs.

3. ADSORPTION OF WATER MOLECULES, CLUSTERS, AND BILAYERS ON METAL SURFACES

From a surface science point of view, the adsorption of water on metal surfaces is rather interesting as the strengths of the water—metal and water—water interactions are of comparable magnitude so that any resulting water—adsorbate structure is the result of a subtle balance between these two interactions. As this balance also plays a crucial role for the structure of liquid water layers on metal surfaces, we will first consider the adsorption of water molecules, clusters, and bilayers on metal surfaces in detail, which will allow us to analyze the strengths of these two competing interactions.

### 3.1. Adsorption of Isolated Water Molecules and Small Water Clusters

The adsorption of single water molecules on a close-packed metal surface is illustrated in Figure 2. The typical adsorption configuration of isolated water molecules on a metal surface. (A) Top view of the adsorption configuration of a water monomer on a close-packed metal surface. (B) Top view of the adsorption configuration of a water dimer on a close-packed metal surface. (C) AIMD trajectory of water molecule impinging on a Pt(111) surface with one adsorbed water molecule already present within a 3 × 3 geometry. The periodic images of the water molecules are omitted for the sake of clarity. The green line indicates the trace of the oxygen atom of the impinging water molecule, and the purple lines trace the hydrogen atoms of the adsorbed water molecule. Some snapshots of the impinging water molecule are included with its atoms imaged in a small size; the final position is plotted in the regular size. The blue-dashed lines indicate configurations along the trajectory in which the impinging and adsorbed molecules are interacting via hydrogen bonds. This panel corresponds to a reanalysis of the AIMD simulation presented in ref 117.

Figure 2. Adsorption of water molecules on a metal surface. (A) Top view of the typical adsorption configuration of a water monomer on a close-packed metal surface. (B) Top view of the adsorption configuration of a water dimer on a close-packed metal surface. (C) AIMD trajectory of water molecule impinging on a Pt(111) surface with one adsorbed water molecule already present within a 3 × 3 geometry. The periodic images of the water molecules are omitted for the sake of clarity. The green line indicates the trace of the oxygen atom of the impinging water molecule, and the purple lines trace the hydrogen atoms of the adsorbed water molecule. Some snapshots of the impinging water molecule are included with its atoms imaged in a small size; the final position is plotted in the regular size. The blue-dashed lines indicate configurations along the trajectory in which the impinging and adsorbed molecules are interacting via hydrogen bonds. This panel corresponds to a reanalysis of the AIMD simulation presented in ref 117.

molecules on a close-packed metal surface is demonstrated in Figure 2A. They preferentially bind through their oxygen atom to the metal at a top site in a flat-lying geometry.\textsuperscript{14,17–18}

On some typical late transition metals, the adsorption energies calculated with the Perdew–Wang 91 functional\textsuperscript{50} for single water molecules on (111) metal surfaces are between −0.1 and −0.4 eV with the binding strength ordered according to Au < Ag < Cu < Pd < Pt < Ru < Rh, as summarized by Michaelides.\textsuperscript{16} The binding energies are relatively small, which is also reflected in the rather large distances between the water oxygen atom and the topmost metal atoms: 2.25 Å (Cu) and 3.02 Å (Au).

As already mentioned earlier, the water—metal and water—water attractions are of comparable magnitude. Hence, on a partially water-covered metal surface, impinging water molecules will find adsorption sites with a higher adsorption energy than on the clean metal surface, as both the water—
water and water–metal interactions contribute to the binding. This notion is consistent with the experimental observation that the sticking probability of water molecules impinging on a Pt(111) surface increases with increasing water coverage.\textsuperscript{11,129,130} Indeed, these experimental findings have been reproduced in AIMD simulations of water impinging on Pt(111) by summing up over 100 trajectories with random initial conditions as a function of water coverage and initial kinetic energy.\textsuperscript{117} Figure 2B illustrates one trajectory of an impinging water molecule with an initial kinetic energy of 50 meV on a Pt(111) surface with one water molecule already adsorbed per (3 × 3) surface unit cell, i.e., with an initial water coverage of \( \Theta_{\text{H}_2\text{O}} = 1/9 \).\textsuperscript{117} For the sake of clarity, in Figure 2B the periodic images of the two water molecules are omitted.

The traces of the oxygen atoms of the two water molecules indicate that the impinging water molecule orbits around the preadsorbed water molecule before the two molecules bind to each other. The dimer formation occurs after the initial kinetic energy and the additional energy gain through the attractive water–metal and water–water have been dissipated to surface phonons and internal water degrees of freedom.\textsuperscript{117} During this phase, due to their high initial kinetic energy, the two water molecules constantly change their orientation, as illustrated by the traces of the preadsorbed water molecules and the formation and breaking of hydrogen bonds illustrated by the blue dashed line. Still they remain close to each other due to their mutual attraction. In the final adsorption configuration, the two adsorbed water molecules are connected through a hydrogen bond, with both being in a rather flat configuration.

The binding energies per water molecule of the adsorbed dimer on Pt(111),\textsuperscript{117,131} Pd(111),\textsuperscript{132} and Pd/Au(111)\textsuperscript{15} are ~50% larger than the binding energies of a single water molecule, indicating the significant influence of the water–water attraction for the resulting water adsorption structures. It is also interesting to look at the change of the dimer formation energy upon adsorption. On Pt(111) the dimer binding is slightly stronger,\textsuperscript{131} and on Pd/Au(111) it is slightly weaker\textsuperscript{15} than in the gas phase. However, these changes are in the range of typical DFT uncertainties.\textsuperscript{133} These small changes confirm that the electronic properties of the water molecules are only slightly changed upon adsorption due to the still relatively weak water–metal bonding. Note that in a simple bond-order picture\textsuperscript{137} one would expect that the interaction between two molecules becomes weaker if these molecules are already bonded to a surface.

Several other small water clusters adsorbed on metal surfaces have been found to be particularly stable in a number of STM experiments\textsuperscript{134–136} which motivated corresponding first-principles calculations. Of particular interest is the adsorbed water hexamer illustrated in Figure 3. The water hexamer has been regarded as “the smallest piece of ice”.\textsuperscript{137} As Figure 3 depicts, in the adsorption structure the oxygen atoms are approximately located at the on-top positions over the metal atoms. Note that the oxygen–oxygen distance in water of ~2.7 Å (see the upper panel of Figure 1) is rather close to the nearest-neighbor distance of late transition metals such as Ru (\( d_{\text{nn}} = 2.68 \) Å), Pt (\( d_{\text{nn}} = 2.77 \) Å), or Au (\( d_{\text{nn}} = 2.86 \) Å).\textsuperscript{138} Hence, the hexagonal ring of the oxygen atoms in ice fits rather nicely on the hexagonal arrangement of the metal atoms in close-packed surfaces such as Ru(0001), Pt(111), or Au(111), in particular considering the fact that the strength of hydrogen bonding between the water molecules depends only rather weakly on small changes in the distance.\textsuperscript{14,16}

Figure 3 shows the adsorption structure of the water hexamer on Pt(111) calculated with the setup described in ref 98. It becomes apparent that this structure is buckled, as already found in previous studies.\textsuperscript{136} This has been associated with the fact that this buckled structure resembles the tetrahedral configuration of ice.\textsuperscript{136} However, in contrast to the isolated water hexamer,\textsuperscript{139} in the adsorbed hexamer all the hydrogen atoms are approximately at the same height. This indicates that in spite of the buckling the structure-determining factor is the interaction of the oxygen atom of the water hexamer with the metal atoms. The water hexamer is arranged in such a way as to optimize the oxygen–metal interaction by keeping all of the water molecules rather flat with respect to the metal surface. In a bilayer of the ice Ih(0001) water bilayer, in contrast, the water molecules are oriented differently, as will be shown later. In fact, the hexamer shown in Figure 3 does not correspond to a structural element of an extended hydrogen-bonded water bilayer. Thus, the notion that the water hexamer should be considered as the basic structural unit that is interlinked to make up an ice Ih(0001) water bilayer\textsuperscript{11} does not capture the structural properties of adsorbed water bilayers.

3.2. Icelike Water Bilayers on Close-Packed Hexagonal Metal Surfaces

The structural elements of icelike water bilayers on close-packed metal surfaces are illustrated in Figure 4A and B. Its geometry is similar to that of the densest layer of ice Ih\textsuperscript{3} and corresponds to a \( \sqrt{3} \times \sqrt{3} \) structure with respect to the surface unit cell of the hexagonally close-packed surface. Every second water molecule binds with its oxygen atom to the metal.
As far as the wetting is concerned, the erroneous DFT description of the PBE functional has been traced back to its lack of nonlocal correlations.\textsuperscript{103,104} Taking into account van der Waals (vdW) dispersion interactions either through nonlocal vdW functionals\textsuperscript{92,103,105} or via dispersion-corrected functionals\textsuperscript{90} leads to the correct wetting behavior.\textsuperscript{103,104} This has been attributed to the fact that, because of the higher polarizability of the surface metal atoms, the vdW dispersion interaction between water and the metal is stronger than that between the water molecules.\textsuperscript{103} Thus, the inclusion of the vdW interaction strengthens the water–metal interaction more than the water–water interaction. Note that the appropriate consideration of the vdW dispersion interaction is also necessary in order to correct for the overstructuring of PBE water\textsuperscript{77–79} and leads to a correct energetic ordering of water structures.\textsuperscript{55,57,76,133} This demonstrates that only DFT calculations that appropriately take the vdW dispersion interaction into account can yield a reliable description of the properties of water and its interaction with surfaces.

Another intensively discussed issue regarding the water interaction with metal surfaces was whether water adsorbs dissociatively on metal surfaces or not.\textsuperscript{148,149} Experimentally, it is a significant challenge to detect hydrogen atoms as they scatter electrons very weakly. Hence, the observed water structures on Ru(0001) at a temperature of 80 K were interpreted to result from a bilayer structure.\textsuperscript{150} However, this was not consistent with the results of low-energy electron diffraction (LEED) IV experiments, which showed that the height of the oxygen atoms above the Ru surface in the water layer only varies within 0.1 Å,\textsuperscript{151} whereas in water bilayers they should differ by >0.5 Å, as illustrated in parts A and B of Figure 4. This discrepancy was resolved by Feibelman.\textsuperscript{148} He showed using DFG-GGA calculations that on Ru(0001) a half-dissociated water layer, where every second water molecule is dissociated to OH, is energetically more stable than the intact water bilayer. In this half-dissociated water layer, all oxygen atoms are close to the metal atoms, as shown in Figure 4C. These findings were later confirmed in further DFT studies.\textsuperscript{14,22,149,152} In fact, Ru is not the only metal where water should adsorb dissociatively; on Rh and Ni also, half-dissociated water layers are energetically favorable.\textsuperscript{16}

In electrocatalysis, bimetallic electrodes are of great interest as they allow one to tailor the catalytic activity of the electrode by a variation of the composition and structure of the catalyst.\textsuperscript{153–155} Hence, the study of the structure of water layers on bimetallic surfaces is also of interest. The structure and stability of water layers on a PtRu/Pt(111) surface has been systematically studied for varying compositions of the PtRu surface alloy.\textsuperscript{127} Due to so-called ligand interaction and geometric strain effects, the electronic properties, and thus also the reactivity of the constituents of the bimetallic systems, will be modified with respect to the isolated systems.\textsuperscript{156} Still, in the PtRu surface alloys, the Ru atoms more strongly interact with the water molecules. As a consequence, those water bilayers are energetically more favorable on PtRu/Pt(111), whose strongly bound water molecules are located at Ru sites. Short AIMD

---

**Figure 4.** Side and top views of water bilayer structures on Pt(111): (A) H-down bilayer, (B) H-up water bilayer, and (C) half-dissociated water–OH bilayer with the additional hydrogen atoms at the center of the hexagonal rings.
runs were performed for the water bilayers at room temperature. Most of the water bilayers quickly dissolved except for those that were adsorbed on a PtRu surface alloy that provided a hexagonal pattern allowing all water molecules to directly interact only with Ru atoms.\textsuperscript{125}

Up to now, we have concentrated on icelike layers on the hexagonal close-packed surfaces of late d-band metals. Their nearest-neighbor distance is close to the O–O distance in ice Ih so that the icelike hexagonal water bilayers fit nicely to the underlying hexagonal structure of the close-packed metal surfaces. However, there are many other interesting and important metals and also many other stable surface terminations with nonhexagonal symmetry. First of all, we will stay with a hexagonal surface but see what happens when the nearest-neighbor distance is increased substantially. For example, the nearest-neighbor distance $d_{\text{nn}} = 3.50$ Å in Pb\textsuperscript{142} is 22% larger than the corresponding distance $d_{\text{nn}} = 2.86$ Å in Au.\textsuperscript{138} Figure 5A shows the water structure that results according to DFT calculations when an icelike water bilayer is initially deposited on Pb(111).\textsuperscript{17,142} Upon relaxation of the water bilayer, the hexagonal rings break apart due to the larger distance, and instead water dimers are formed that are arranged in a chainlike structure. Due to the reduced direct water–water interaction between these dimers, the adsorption energies of the water layer of $-0.254$ eV per water molecule at a nominal coverage of 2/3 are also significantly smaller compared to, e.g., the water bilayer adsorption energy on Au(111).\textsuperscript{142}

In fact, it is energetically favorable to add one more water molecule per $\sqrt{3} \times \sqrt{3}$ surface unit cell, resulting in a water structure with the nominal coverage of one. This structure with an adsorption energy of $-0.350$ eV is illustrated in Figure 5B. Still, no true two-dimensional water network forms, but instead, a chainlike structure is created. The overall lower coordination of the water molecules in this structure is the reason the binding energy per water molecule is still smaller than that in the hexagonal bilayer on late transition metals.

### 3.3. Adsorption of Water Layers on Low-Index Metal Surfaces with Nonhexagonal Symmetry

As far as the other low-index (100) and (110) metal surfaces are concerned, due to the fact that their symmetry is different from that of the icelike bilayer, it is not easy to form commensurate water structures. That might be the reason the number of both experimental and theoretical studies discussing an icelike water layer on (100) and (110) metal surfaces is somewhat limited. Apart from the (111) surfaces, mainly the (110) surfaces of Ni, Cu, and Ag have been studied experimentally.\textsuperscript{11} As the (110) termination corresponds to a relatively open surface, they are more reactive than the close-packed surfaces. Indeed, mixed OH/H$_2$O layers have been observed or deduced from the experiment.\textsuperscript{11}

In the following, we will focus on the icelike structures on Cu(110) as quite a number of experimental and theoretical studies have addressed this particular system.\textsuperscript{154–162} At low water coverages, one-dimensional ice structures across the troughs of the (110) surface have been observed.\textsuperscript{154} The comparison of STM images and measured vibrational spectra with the results of periodic DFT calculations indicates that these one-dimensional ice structures consist of a face-sharing arrangement of pentagons.\textsuperscript{156,157} Water hexagons are too large to be favorably accommodated on the Cu(100) surface. In contrast, the pentagons can adsorb on the Cu(110) surface in a structure in which two-thirds of the water molecule bind directly through their oxygen atoms to the underlying Cu atoms in a flat geometry, as illustrated in Figure 2, while still forming a tight hydrogen-bonded network. So again the most favorable icelike structure results from an optimal combination of the water–metal and water–water interactions.

As far as the structure of extended icelike layers on Cu(110) is concerned, LEED studies observed a $c(2 \times 2)$ pattern that was assumed to be consistent with an adsorbed bilayer structure.\textsuperscript{158,159} The combination of X-ray photoelectron spectroscopy (XPS), X-ray absorption (XAS), and reflection absorption infrared spectroscopy (RAIRS) and LEED experiments together with DFT calculations showed that water adsorbs nondissociatively on Cu(110) at low temperatures.\textsuperscript{160} This can be explained by the relatively high water dissociation barrier on Cu(110).\textsuperscript{162} In fact, the combined experiments\textsuperscript{160} also revealed intact water adsorption in a $(7 \times 8)$ superstructure with a 2:1 ratio with respect to the occurrence of H-down and H-up water molecules. This has been associated with the more open structure of Cu(110), which provides adsorption sites at which the H-up and H-down configurations are nearly energetically degenerate. Furthermore, upon electron exposure the $(7 \times 8)$ LEED pattern changes to a $c(2 \times 2)$ pattern, which has been related to the presence of OH groups created by the electron-induced dissociation of water.\textsuperscript{160,161}

The preadsorption of oxygen also leads to the formation of H$_2$O–OH structures on Cu(110).\textsuperscript{163,164} STM experiments revealed a distorted hexagonal $c(2 \times 2)$ structure (see Figure 6) with a composition of 2H$_2$O/OH, as derived from the analysis of temperature-programmed desorption (TPD) data.\textsuperscript{164} DFT calculations showed that the energetically most favorable structure consistent with the experimental observations is a partially dissociated overlayer structure containing so-called Bjerrum defects\textsuperscript{165} in the hydrogen-bonding network. These defects are characteristic to ice and correspond to either two protons (D defect) or no proton (L defect) per hydrogen bond instead of the usual one proton per hydrogen bond. The
calculated energy minimum structure is also illustrated in Figure 6. In fact, each hydroxyl group is part of a D-type Bjerrum defect. The structure can be regarded as an arrangement of $\text{H}_2\text{O}−\text{OH}−\text{H}_2\text{O}$ trimers with each $\text{H}_2\text{O}$ molecule of the trimers still forming two other hydrogen bonds with further water molecules, leading to an extended hexagonal network. Hence, the driving force for this structure is the maximization of strong hydrogen bonds at the expense of forming D-type Bjerrum defects.\textsuperscript{168}

3.4. Water Layers on Stepped Metal Surfaces

Note that the number of studies addressing water layers on higher index surfaces such as stepped surfaces is rather limited. Experimentally, Ibach studied monolayer water structures on Au(511)\textsuperscript{166} and Ag(511)\textsuperscript{167} using vibrationally spectroscopy. These studies found that the O–H vibrations of the adsorbed water layer split up into three separate peaks, two of which have been assigned to the O–H vibrations of hydrogen-bonded H atoms, whereas the peak with the highest frequency was associated with the vibrations of non-hydrogen-bonded H atoms. On the basis of the observed vibrational spectra and the particular structure of the (511) surface, Ibach proposed an adsorbed water network structure consisting of tetragons, hexagons, and octagons.\textsuperscript{166}

Interestingly enough, DFT calculations confirmed that this structure, which corresponds to a compromise between the creation of a hydrogen-bonded network and the best-suited arrangement on the stepped (511) surface, is indeed the energetically most favorable one. This arrangement is surprisingly stable as a function of temperature, as AIMD simulations of water on Au(511) at $T = 140$ K and $T = 300$ K have shown.\textsuperscript{168} Figure 7 provides snapshots of the AIMD simulations performed at these two temperatures. Figure 7A illustrates the water structure formed by the tetragons, hexagons, and octagons at $T = 140$ K, and it remains intact even at $T = 300$ K (see Figure 7B). The side views of the water structures in Figure 7 show that only the water molecules directly at the step sites are close to the metal atoms. Thus, the water layer is pinned to the metal step atoms, whereas the water molecules above the small (100)-like terrace only very weakly interact with the metal substrate. This leads to a stronger water–water interaction above the terraces that stabilizes the water network. The reliability of the computational results is confirmed by the fact that vibrational spectra derived from the AIMD simulation through the Fourier transform of the velocity autocorrelation function\textsuperscript{169} nicely reproduce the measured vibrational spectra of water on Au(511). Stronger binding of water molecules to step sites has also been found in DFT calculations for the (100) steps of Pt(533) and the (111) steps of Pt(553).\textsuperscript{170}

The fact that the complex structure of the water layer on Au(511) is surprisingly stable has been explained by a bond-order argument.\textsuperscript{168} Because the water film is pinned to the surface at the step atoms and the water molecules above the terraces are not directly bonded to the metal, the binding between the water molecules is stronger compared to a situation in which all water molecules are directly interacting with the metal surface. Similar arguments have also been employed\textsuperscript{17} to explain the higher structural stability of icelike layers on hydrogen-covered Pt(111).\textsuperscript{171} The adsorption of a dense layer of hydrogen on Pt(111), which occurs at low electrode potentials,\textsuperscript{172–176} passivates the surface and reduces the water–surface interaction significantly, which, at the same time, increases the order within the water layer compared to a water layer on clean Pt(111),\textsuperscript{171} as revealed from a comparison of AIMD simulations for both situations.

We will close the presentation of the geometric structure of icelike water layers on metal surfaces with a short discussion of free-standing water layers. Recently, high-resolution electron microscopy experiments identified a square ice structure confined between two graphene sheets.\textsuperscript{12} Because graphene interacts only weakly with water molecules\textsuperscript{178,179} and should not impose any square structure on the water layer, this was a rather surprising result.\textsuperscript{180} Although it was soon suggested that this structure could have been an artifact of the presence of salt contaminants,\textsuperscript{181} these observations motivated a number of DFT studies addressing the structure and properties of free-standing two-dimensional water layers.\textsuperscript{182–186} Indeed these simulations found stable square ice monolayers\textsuperscript{184,185} resulting from a compromise between high coordination and optimum tetrahedral bonding geometry. However, besides the square structures, two-dimensional layers based on rhombus, truncated-square, and secondary-prism motifs were found to be more stable than the standard hexagonal structures.\textsuperscript{185} This demonstrates that water indeed exhibits a broad variety of...
possible structural motifs, which should also be relevant for the interpretation of the local water structures found in liquid water.

### 3.5. Electronic Properties of Water Monolayers on Metal Surfaces

Turning back to the nondissociative adsorption of water on metal surfaces, we will now discuss the electronic properties of water/metal interfaces. As mentioned earlier, the adsorption energies of single water molecules on typical metal surfaces are relatively small; they bind by less than ∼0.5 eV with respect to free water molecules.¹⁰ Water bilayers bind a little more strongly to metal surfaces than single water molecules,¹⁰⁴ which is caused by the additional attractive water–water interaction.¹⁵,¹⁶ These adsorption energies reflect the rather weak interaction between water molecules and metal surfaces. One indicator of the adsorption strength is the change of the local density of states (LDOS) of the surface upon the adsorption. This LDOS of the Pt(111) electrode in the absence and presence of water was derived from periodic DFT calculations.¹⁴¹ The calculations showed that upon the adsorption of a H-down water bilayer the height of the peaks in the LDOS slightly changed. However, the corresponding peak positions hardly shifted upon the water adsorption. In the case of the adsorption of a water monomer on Pt(111), the changes in the LDOS peak heights of the Pt atom directly beneath the oxygen atom of the adsorbed water monomer are a little bit larger than those for the adsorption of the water bilayer, but still the peak positions remain basically the same. These results are consistent with the observation that the interaction of water molecules with metal surfaces is rather weak. One of the consequences of this weak interaction is the fact that the adsorption energies of atoms and small chemisorbed molecules are only weakly altered in the presence of a water layer,¹⁵ as we will discuss in more detail later.

Furthermore, the adsorption energies of water bilayers in the H-up and H-down structures are rather similar.¹⁶ For example, on Pt(111), they differ only by 0.03 eV per water molecule.²² Still, there is one property that differs very strongly between these two orientations of the water bilayer, namely, the work function change of the metal surface upon depositing the iceslike bilayers.²²,²⁴ On Pt(111), the H-up layer lowers the work function by Δφ = −2.34 eV, whereas the H-down only lowers it by Δφ = −0.22 eV.³² Note that the electrode potential of an electrochemical cell can be related to the work function of the water-covered metal surface.¹⁸¹ A work function difference of 2 eV thus translates to a difference in the corresponding electrode potentials of 2 eV, which is much larger than the water stability window of 1.23 eV. This illustrates how dramatic is this difference.

It is relatively easy to understand why the H-up and H-down water bilayers cause work function changes that differ so significantly. Water molecules are strongly polar, and the H-up and the H-down water bilayers have opposite orientations of the OH bond, thus leading to opposite dipole moments, which causes the large work function difference. Naively, one would expect that the one bilayer configuration lowers the work function and the other one increases it by roughly the same amount. Thus, it is indeed surprising that both water orientations lower the work function of Pt(111).

To analyze the origins of this trend, the laterally averaged charge density difference Δρ,

\[ \Delta \rho = \rho(\text{H}_2\text{O}/\text{Pt}(111)) - (\rho(\text{H}_2\text{O}) + \rho(\text{Pt}(111))) \quad (1) \]

has been determined for the H-up and H-down water bilayers on Pt(111),²² which is plotted in Figure 8 as a function of the height above the surface. Δρ can be interpreted as the interaction-induced charge rearrangement upon the adsorption in this case. Interestingly enough, for both orientations of the water bilayer there is a net transfer of electronic charge from the water bilayer toward the metal atoms of the Pt(111) surface. This charge transfer leads to an additional induced dipole at the surface that lowers the work function. Thus, there is a combination of two effects. The charge transfer toward the metal surface causes an interface dipole moment that even overcompensates the contribution of the dipole moment of the H-down layer to the work function change on Pt(111), whereas for the H-up layer the two dipole moments add up, leading to a substantial reduction of the work function.

However, this charge transfer depends on the strength of the interaction of the water bilayer with the metal surface. On the Au(111) surface, the charge transfer is relatively small so that
the H-down water bilayer overall increases the work function by ∼0.5 eV, whereas the H-up bilayer lowers it by ∼1.5 eV.\cite{22}

In contrast, Ru is more reactive than Pt, so the water H-down and H-up bilayers lower the work function even more strongly than on Pt by about 0.8 and 3.6 eV, respectively.\cite{22,152}

The strong dipole moment associated with the H-up and H-down water bilayers in fact makes their energetic stability dependent on an applied field.\cite{15,188} Still, the question remains whether water layers on close-packed surfaces except for very low temperatures are really icelike or already liquid-like. Structural studies of adsorbed water layers have been performed in UHV chambers in which, as mentioned earlier, water starts to desorb at temperatures above ∼150 K.\cite{11}

Typically it was assumed that adsorbed water bilayers are still rather icelike at such temperatures.\cite{6,7,189} On the other hand, work functions of water bilayers measured in UHV experiments on Au(111),\cite{190} Pt(111),\cite{191,192} and Ru(0001)\cite{193,194} showed values between the calculated values for the adsorbed H-up and H-down bilayers.\cite{138} This should not be due to intrinsic DFT errors, which typically do not result in work function errors of up to 1 eV.

This issue has in fact been resolved based on AIMD simulations of two water layers on Ag(111), Au(111), Pt(111), Pd/Au(111), and Ru(0001) within a $2\sqrt{3} \times 2\sqrt{3}R30^\circ$ surface unit cell at room temperature.\cite{22,23} These simulations with a total run time of 10 ps each were started with initial icelike H-up and H-down bilayer structures, and the work function along the AIMD trajectories was monitored. After ∼4 ps in the simulations, the mean work functions on a particular metal surface became rather similar for both H-up and H-down initial conditions,\cite{22} approximately corresponding to the mean value of the work functions for the H-up and H-down layers.

Figure 9 shows snapshots of the AIMD trajectories of water layers on Ag(111) and Pt(111) after 7.5 ps simulation time. Their inspection allows one to analyze the reasons behind the change of the work function. First of all, there are significant structural differences between the two water layers. On the weakly interacting Ag(111) surface, the water structure has become rather disordered, and no indication of the initial hexagonal geometry is left. Some clustering can be observed, but still most of the water molecules bind through their oxygen atom to the metal atoms of the substrate. Otherwise, there is no preferential ordering visible, which explains the fact that the resulting work functions are in between the work function of the icelike H-up and H-down water bilayers.

In contrast, on Pt(111), there is still a hexagonal water arrangement visible. This might be due to the fact that Pt(111) more strongly interacts with water than Ag(111) and therefore still imposes a hexagonal ordering on the water layer. It should be noted that the chosen $2\sqrt{3} \times 2\sqrt{3}R30^\circ$ surface unit cell is rather small and also favors the hexagonal ordering. Yet, the work function of the water structure on Pt(111), as shown in Figure 9B, acquires an intermediate value between those of the two types of water bilayer. A closer inspection of the water orientation reveals that the water molecules are still positioned in a hexagonal structure, but their orientation has become disordered with no preferential alignment corresponding to either an H-up or H-down structure. Thus, these simulations yield averaged work function values close to those measured in the experiment. This provides a strong indication that the water bilayers observed in the experiment at ∼150 K are already rather disordered.

4. AIMD STUDIES OF WATER FILMS ON METAL SURFACES

Up to now, we have considered the first-principles description of isolated water molecules, water clusters, and water layers on surfaces. The studies described earlier provide substantial insights into the interaction of water with metal surfaces. The electronic structure calculations demonstrate that the minimum energy structures of isolated water molecules and clusters and of water monolayers on metal surfaces result from a compromise between the water–metal and water–water interactions.

Still, from a technological point of view, the interest in water/metal interfaces is triggered by its ubiquitous role in practical matters such as electrochemistry, electrocatalysis, or corrosion. These processes typically occur at room temperature, i.e., at interfaces between some metal surface and liquid bulk water. The liquid nature of water in these systems leads to the fact that the standard tool of first-principles total energy calculations, structure optimization, is no longer applicable. Instead, appropriate statistical averages have to be performed, and instead of total energies, free energies determine the stability of these systems. As the theoretical studies presented in the previous sections show, there are strong polarization effects in the interaction of water at metal surfaces. Such effects are still hard to reproduce using parametrized interaction potentials. Hence, a quantum chemical treatment of water/metal interfaces is required to allow a free redistribution of electrons across the water/metal interfaces. However, even
with the constant improvements in first-principle codes and the ever-increasing computer power, the required ab initio molecular dynamics simulations are computationally rather demanding. Still, such studies are required in order to get reliable insights into the structural, electronic, chemical, and catalytic properties of water/metal interfaces. Moreover, recently there has been an increasing number of AIMD studies that progressively provide new insights into these interfaces. In the following, we will try to review the advancements made through such studies.

4.1. Structure of Water Films on Clean Metal Surfaces

To the best of our knowledge, the first attempts to systematically study the structure of water layers on metal surfaces using AIMD simulations were performed by Izvekov and co-workers, who studied the water structures on both Cu(110) and Ag(111) at room temperature. In the first study, Cu(110) was modeled by a seven-layer slab and nine Cu atoms per surface unit cell covered by 12 water molecules. The initial configuration was chosen from a classical molecular dynamics simulation. In the AIMD simulations done within the Car–Parrinello MD approach, the system was equilibrated at a temperature of 300 K for 1.34 ps, followed by a 2.52 ps long microcanonical ab initio run used for sampling. In this run, the initial one-layer water geometry was found to be unstable already during the equilibration run. Seven water molecules were identified to form the first water layer in a kind of bilayer structure. As far as the electronic degrees of freedom are concerned, the water molecules were found to be strongly coupled to the slab bulk electronic states, whereas the metal surface states were only weakly affected by the presence of the water layer.

In the second AIMD study by Izvekov and Voth, already 48 water molecules were considered on Ag(111) on a rectangular surface unit cell with 16 silver atoms per layer. Otherwise, the computational setup and the run times were very similar to the those used in the water/Cu(110) study. The electronic coupling between the metal and the water layers turned out to be very similar for both studied noble metal surfaces. The average surface coverage of the first water layer was ~0.63 water molecules per Ag atom, which is close to the value of 2/3 for an icelike water bilayer. However, water molecules in the first layer were not arranged in a hexagonal pattern, but still the adsorbed water molecules stayed close to the Ag on-top sites within the 2.1 ps of the AIMD production run. This might be a consequence of the relatively short simulation time, as the snapshot of the water/Ag(111) AIMD simulations after 7.5 ps runtime derived from a more extended AIMD sampling shown in Figure 9a indicates quite a number of water molecules that are no longer located above on-top sites.

AIMD simulations can be used to monitor structural data of water layers on metal surfaces, and also their vibrational spectra can be derived from the Fourier transform of the velocity autocorrelation function. Short AIMD simulations with a runtime of 2 ps at a temperature of ~100 K were used to determine the vibrational spectra of water bilayers on Pt(111), Rh(111), Au(111), and Ru(0001). These spectra typically exhibit three distinct regions: Frequencies below 1000 cm\(^{-1}\) belong to translational and librational motions of the water molecules, at ~1600 cm\(^{-1}\) HOH bending modes appear, and >3000 cm\(^{-1}\) O–H stretch vibrations become visible. The AIMD simulations at low temperatures yielded a good agreement with experimental observations for icelike adsorbed water structures. Compared to these simulations at low temperature, vibrational spectra of water layers on Ag(111), Au(111), Pt(111), Pd/Au(111), and Ru(0001) derived from AIMD simulations at room temperature yielded much broader spectra, in agreement with the experiment, in particular in the region of the O–H vibrations. This broadening is, first of all, caused by the fact that isolated water molecules have symmetric and antisymmetric OH stretching modes \(\nu(\text{OH})\) at 3720 and 3660 cm\(^{-1}\), respectively. These frequencies are furthermore strongly affected by whether the O–H groups are hydrogen-bonded to other water molecules or not, as already discussed in the context of the water layers adsorbed on Au(511). In addition, in the spectra derived from the AIMD simulations, the water vibrations on Pt(111), Pd/Au(111), and Ru(0001) exhibit a larger shift to lower frequencies than those on Au(111) and Ag(111). This has been explained by the stronger interaction between water and the more reactive substrates Pt, Pd/Au, and Ru, which weakens the binding within the adsorbed water molecules, in agreement with the corresponding experimental results for Pt(111) and Au(111) and more recent AIMD studies.

The early AIMD simulations focused on the properties of a single water layer adsorbed on the metal surface. This was caused by the high computational demand of AIMD simulations to model thick water layers for sufficiently long times. In recent years, the AIMD simulation of water films on metal surfaces consisting of several layers became possible and now corresponds to the standard approach for the modeling of water/metal interfaces.

As mentioned earlier, molecular dynamics simulations of water/metal interfaces need to be performed in order to take the liquid nature of water adequately into account. This requires an appropriate statistical sampling over the microstates of the corresponding thermodynamic ensemble. In practice, observables then correspond to mean values of water properties along the MD run, but also the width of the distribution is of interest. Before discussing these properties, we first want to address the question of the appropriate system size. Figure 10 compares the work function of a water film consisting of six water layers on Pt(111) as a function of the AIMD run time in a 3 x 3 surface unit cell with 36 water molecules and in a 6 x 6 surface unit cell with 144 water molecules. Snapshots of the AIMD simulations in the larger unit cell are shown in Figure 11. This work function is of particular interest in electrochemistry, as the so-called potential of zero charge (pzc) is related to the work function of the clean metal surface covered by an ion-free water film.

In passing, we note that the pzc is typically defined as the potential at which no excess charge exists on metal surfaces. The underlying concept of a surface charge density, however, is only strictly valid in a purely classical continuum picture in which any excess charge at a metal surface is located in an infinitely thin surface layer. In any atomistic quantum chemical approach, surface charge is an ill-defined entity, as its determination would require the definition of a surface region of a certain thickness, which introduces some arbitrariness in its definition. Furthermore, there is also a certain arbitrariness in any charge partition scheme because there is no strict definition of which electrons belong to a particular ion core and which belong to adjacent atoms. As far as water/metal surfaces with a delocalized charge distribution across the interface are concerned, it is therefore fundamentally
impossible to establish any strict definition about which electronic charge belongs to the metal and which belongs to the water. This is also the reason no charge-partition scheme can yield an integer number of excess electrons in the metal electrode when, e.g., a proton is created from a hydrogen atom placed into the water film.\textsuperscript{23,205} Still, it should also be noted that charge-partition schemes can be rather helpful in identifying trends in the charge rearrangement of a system upon some changes, for example, upon adding a water layer at a surface, as illustrated in Figure 8.

The mean values of the work function with respect to the electronic vacuum level are relatively similar in both trajectories shown in Figure 10: 5.01 eV for the smaller unit cell\textsuperscript{76} and 4.96 eV for the larger unit cell.\textsuperscript{23} Considering the rather large variances $\sigma$, 0.48 and 0.23 eV, respectively, the difference in the mean values does not appear to be statistically relevant. These results lead to pzc values of 0.57 and 0.52 V versus the standard hydrogen electrode (SHE), taking the generally accepted value of 4.44 eV\textsuperscript{26,187} for the absolute value of the SHE. Within the statistical uncertainty, the values also agree reasonably well with the experimentally derived values,\textsuperscript{203,206,207} although it needs to be stated that more recent results suggest a pzc of Pt(111) close to 0.3 V.\textsuperscript{206,207}

Note again that there is a significant reduction of the variance $\sigma$ from 0.48 to 0.23 eV by increasing the number of considered water molecules by a factor of 4. In fact, the work functions sampled along the AIMD trajectory spread over a range of about 2 and 1 eV in the smaller and larger unit cells, respectively. Included in the sampled canonical ensemble are water structures with a broad range of work functions corresponding to microstates that do not yield the pzc.

One can have two different points of view with regard to this. One can assume that along the trajectory the different configurations that are visited correspond to a sampling over various electrode potentials. Hence, one long run is sufficient to obtain results for a range of different electrochemical conditions. One then only needs to collect the configurations that belong to one particular work function (or rather, one small interval of work functions) to obtain mean values for different electrochemical conditions. This is the basis of the so-called generalized computational hydrogen electrode (GCHE).\textsuperscript{206,209} Using this approach, Hansen et al. ran AIMD simulations with 24 water molecules in about three water layers on Au(111) within a 3 $\times$ 4 orthogonal surface unit cell\textsuperscript{210} for a range of different hydrogen concentrations. Thus, they could sample both potential dependent properties and pH effects. Within this ansatz, small unit cells are advantageous because they lead to a broad range of sampled electrode potentials.

However, one has to consider that, upon using a small unit cell size, only a limited set of possible water configurations will be explored. This might lead to a sampling that is not really representative with respect to the possible water structures it might contain, e.g., overstructured water configurations forced by the periodic boundary condition\textsuperscript{18} or configurations

---

**Figure 10.** Comparison of the work function of a water film on Pt(111) as a function of the AIMD run time with six water layers in a 3 $\times$ 3 surface unit cell with 36 water molecules\textsuperscript{76} and in a 6 $\times$ 6 surface unit cell with 144 water molecules.\textsuperscript{23} The inset shows the distribution of the work function values.

**Figure 11.** AIMD simulations of water on Pt(111) with 144 water molecules within a 6 $\times$ 6 surface unit cell.\textsuperscript{23} (a) Distribution of oxygen atom in the water film in simulations with slightly different conditions: pure water film (trj.pzc, black line, upper panel), water film with two hydrogen atoms added (trj.2H\textsubscript{3}O\textsuperscript{+}, blue line, middle panel), and pure water film on Pt(111) fully covered by hydrogen atoms (trj.36H\textsubscript{ads}, red line, lower panel). A deconvolution of oxygen distributions in terms of Gaussian functions is shown as dashed lines. (b) Snapshots of the trj.pzc and trj.36H\textsubscript{ads} AIMD trajectories. Reprinted from ref 23 with permission. Copyright 2018 AIP Publishing.
corresponding to work functions beyond the stability window of liquid water.\textsuperscript{208,209} In addition, larger unit cells are also needed to faithfully model complex extended adsorbate structures and solvation layer configurations.\textsuperscript{23,202} As far as the assignment of the ensemble to a particular electrode potential is concerned, one has to take into account that the work function is a macroscopic property in the micrometer range, and the appropriate ensemble will contain electrode/electrolyte structures that locally lead to a range of work functions in the nanometer range. Thus, by including structures with different work functions, one effectively samples over these local structures that together would yield a structure with the average work function.\textsuperscript{20,23,76}

A large 6 × 6 surface unit cell was also used by Le et al.\textsuperscript{199} in the AIMD simulations with a total of 151 water molecules in the unit cell to determine the pzc values of Pt(111) and Au(111); for additional simulations of water films on Pd(111) and Ag(111), smaller unit cells were used. However, instead of determining the electrode potential through the work function above the water film, the authors used the concept of the computational standard hydrogen electrode (CSHE).\textsuperscript{36,211} In this approach, the electrode potential within the electrolyte can be derived by comparing the reference deprotonation free energies of a solvate hydronium ion at the interface and in a pure water model.\textsuperscript{199} This involves a thermodynamic integration scheme to derive the deprotonation free energy of H$_3$O$^+$, but no vacuum region is needed in the supercell to determine the work function. The corresponding setup is illustrated in Figure 12a, which shows a snapshot of the Pt(111)–water simulation cell (note that at the right-hand side the periodic system is continued by the Pt(111) slab).

To analyze the water structure at the metal–water interface in more detail, the water molecules have been characterized in terms of their interaction with the metal surface and divided into watA, watB, and watC molecules.\textsuperscript{199} Originally, watA and watB water molecules were characterized according to their dipole moment with respect to the surface:\textsuperscript{199,200} watA molecules have a dipole pointing away to the surface, i.e., they correspond to O-down water molecules, whereas the dipole moment of watB molecules points toward the surface. However, it was also recognized at the same time that the watA molecules are those that directly bond to the metal surface through the oxygen atom in the same fashion that a water monomer binds to a metal surface, as illustrated in Figure 2A. The watB molecules, on the other hand, are slightly further away from the surface. They can even be further subdivided into watB-down and watB-up configurations,\textsuperscript{199,200} which would correspond to the H-down and H-up water molecules in the icelike water bilayer structures shown in parts A and B of Figure 4, respectively. These two different species had already been identified in a preceding AIMD study.\textsuperscript{212} Water molecules at a distance of >7 Å from the metal surface have been characterized as watC molecules.\textsuperscript{200} They are already rather similar to bulk liquid water, their density is close to the liquid water bulk value of 1 g/mL, and they have no obvious net orientation. The bulk liquid water-like nature of these molecules can also be deduced from their relatively flat and smooth distribution, as illustrated in Figure 11a.

According to the AIMD simulations, the watA molecules are found to be more frequent on Pt(111) and Pd(111) than on Au(111) and Ag(111), i.e., their occurrence scales with the strength of the water monomer adsorption energy. Furthermore, the watA molecules on Pt(111) and Pd(111) exhibit a more narrow angular distribution than those on Au(111) and Ag(111).\textsuperscript{200} Figure 12b shows the Pt and water density of states at the interface and in bulk water averaged over the AIMD trajectory. First of all, it is very obvious that the water DOS of the watA molecules differs significantly from those of the watB and watC molecules, which are rather similar. This appears to reflect the strong interaction of the watA molecules with the Pt surface atoms. On the other hand, a closer look at the Pt density of states reveals that, upon adding the water film, the Pt DOS is shifted to higher energies, but its shape remains basically the same. This indicates a charge transfer toward the Pt states, consistent with the charge density difference plotted in Figure 8 for the icelike water layers on Pt(111). The absence of new features in the Pt DOS suggests that there is no strong hybridization between Pt and water orbitals upon water adsorption, as already found before for the adsorption of icelike water layers on Pt(111).\textsuperscript{141} The strongly modified DOS of the watA molecules compared to the watB and watC molecules thus might be a simple consequence of their distinctively different coordinations.

By integrating the water density distribution for distances below 7 Å, the water surface coverage on the (111) metal surfaces was estimated.\textsuperscript{200} For all considered metal surfaces, Pt(111), Pd(111), Au(111), and Ag(111), a coverage close to 0.8 ML (monolayer) was obtained. This value is clearly higher than the value of 2/3 ML for the icelike water bilayers. This shows that the already rather disordered structure of the first water solvation layers has a higher density than ice, which is characteristic for liquid water. Furthermore, a value of ∼1:3 was obtained for the ratio of watA to watB molecules, which is
1:1 for the icelike bilayer. Obviously, the water coverage of liquid water on the metal surfaces is higher than those of icelike water layers, but the number of more strongly bound water molecules is lower.

In fact, the structure of the liquid water layers on the metal surfaces is obviously very dynamic. This is demonstrated in Figure 13, where the oxygen distribution in the first water layers on Pt(111) along two 40 ps AIMD trajectories with 144 water molecules within a 6 × 6 surface unit cell is shown.20 Figure 13A displays the oxygen distribution of watA and watB water molecules staying for a certain amount of time within the solvation layer of a pure water film on clean Pt(111). In addition, some water molecules from the water bulk region above the metal surface have been selected.

The distributions in Figure 13A demonstrate that there was a constant exchange of the water molecules between the different water layers. Only two water molecules denoted by “water-sol” remained bound through the oxygen atom to the Pt(111) surface along the 40 ps of the AIMD run. All other water molecules that entered the watA region stayed there only temporarily and moved back and forth between the different water layers. These frequent exchanges ensured that the adsorbed water molecules were in equilibrium with the bulk liquid water. The water molecules that remained in the liquid water bulk regions also exhibited a wide distribution of distances from the Pt surfaces, demonstrating the high mobility of these water molecules.

Note that this Review in principle is not concerned with electrochemistry. However, it is not possible to discuss water/metal interfaces without addressing calculations and simulations under potential control. There have been a number of approaches to achieve that goal, as shown in refs 22 and 214-219, just to name a few, but it is fair to say that, in spite of considerable efforts, there is still no generally accepted scheme to realize this potential control. Some of these approaches try to achieve the potential control by varying the charge of the electrode. However, one has to note that the full electrochemical electrode/electrolyte interface has to be overall charge-neutral; otherwise, electric fields within the electrolyte would arise. Thus, any excess charge on the electrodes needs to be compensated by an opposite charge in the electric double layer (EDL) in the electrolyte. There are approaches that ensure this charge neutrality by explicitly allowing for charge compensation.216 They are based on the idea of placing atoms into the electrolyte near the surfaces that then become either cations or anions, depending on their nature, and either transfer electrons to the Fermi energy of the electrode or attract electrons from there. For example, by adding hydrogen or alkali atoms into the water layer, cations become created and the electrode becomes negatively charged. Conversely, by adding halogen atoms or by removing hydrogen atoms from the water, anions are created, and the electrode becomes positively charged. Thus, the electrode potential effectively becomes altered, which, for example, can be monitored by the work functions of the water-covered electrode.

This approach to add or remove hydrogen atoms from the water layers in order to change the effective electrode potential has been used in a number of AIMD studies.20,23 For example, adding or removing one hydrogen atom in the water layer in a simulation with a (6 × 6)Pt(111) surface unit cell lowers or raises the electrode potential, respectively, by ~0.1 V.20,23 Alternatively, sodium atoms also have been added to the water layers in order to modify the electrode potential.38

In Figure 14, the number of hydrogen-bond donors derived from AIMD simulations of the Au(111)/water interface is compared with the measured Raman water O–H frequencies as a function of the applied electrode potential.213 In the simulations, the electrode potential has been varied by adding between zero and five sodium atoms to the water film. Furthermore, typical water structures in three potential regions are illustrated in the insets. Upon inserting atoms that then become cations in the aqueous electrolyte, the electrode potential can only be lowered, and the Au(111) surface becomes more negatively charged due to the transfer of the electron from the inserted Na atoms to the electrode. In region 1, the number of hydrogen-bond donors at the interface decreases from ~1.5 to ~1. This indicates that the water molecules in the solvation layers at the interface gradually

Figure 13. Distribution of the oxygen atoms of selected water molecules on Pt(111) along two 40 ps AIMD trajectories with 144 water molecules within a 6 × 6 surface unit cell.20 (A) AIMD simulations of a pure water film on clean Pt(111). (B) AIMD simulations on a fully hydrogen-covered Pt(111) surface. The illustration is based on the data presented in ref 20.
become reoriented from a preferentially parallel configuration to a H-down configuration. The reorientation can be well-understood by the fact that the Au surface becomes more negatively charged for decreasing potential so that it is electrostatically more favorable when the positively charged hydrogen atoms of the water molecules turn toward the metal surface. Upon further decreasing the electrode potential, the water molecules even turn into a 2-H-down configuration because of the increased electrostatic attraction.

As already mentioned earlier, upon adding or removing one hydrogen atom in the water layer, the electrode potential can be lowered and raised, respectively, by \(-0.1\) V with respect to the potential of zero charge for water above a \((6 \times 6)\)Pt(111) surface unit cell. Thus, the concentration of strongly bound watA molecules at the Pt(111) surface has been determined along AIMD simulations.\(^\text{20}\) In fact, upon increasing the electrode potential, a higher number of watA molecules is observed. This can again be understood based on electrostatic arguments. At higher potentials, the metal electrode becomes more positively charged, which leads to a higher attraction of the negatively charged oxygen atoms of the water molecules. As far as the watB molecules are concerned, they are spread over a large area and diffuse rather freely within the layer at the lowest potential considered. Interestingly, they become more localized upon increasing the potential. This is related to the fact that at these higher potentials a larger number of strongly bound and highly localized watA molecules is present, which reduces the mobility of the watB molecules and makes their distribution pattern more structured.\(^\text{20}\)

The effective electrode potential can also be changed by explicitly adding charge to the electrode region, which in a periodic setup then needs to be compensated by a corresponding countercharge\(^\text{13,22}\) in order to keep the whole unit cell charge-neutral. In a hybrid AIMD explicit/implicit study combining explicit water molecules with an implicit solvent model to address voltage effects at the water/Au(111) interface,\(^\text{220}\) the counter charge has been located in the implicit solvent region. These AIMD simulations confirmed the findings illustrated in Figure 14, namely, that the water molecules in the first layer above Au(111) orient toward or away from the electrode depending on the sign of the charge added to the electrode.

Another option to apply a bias to an interface is to use nonequilibrium Green’s function (NGEF) techniques. Such an NGEF approach has been used to study the bias-dependent local structure of a water molecule at Au(111).\(^\text{221}\) This study yielded qualitatively similar findings for the water/Au(111) structure as the AIMD studies under potential control.\(^\text{213,220}\)

However, because the NGEF study focused on one single water molecule above Au(111), it could show that a positive bias resulted in an unbound water molecule on Au(111) because of a combination of Pauli repulsion with electrostatic effects, whereas a negative bias led to a stronger oxygen–metal bond and a slightly rotated water molecule.\(^\text{221}\)

4.2. Polarization Effects at Water–Metal Interfaces

After discussing the structural properties of water/metal interfaces obtained from AIMD simulations, we now turn to a closer look at the electronic properties of these interfaces. As Figure 8 has already demonstrated, the interaction of ice-like water bilayers with Pt(111) leads to a strong polarization effect. Independent of whether the water bilayer is in the H-up or H-down configuration, there is a net charge transfer from the water layer toward the Pt(111) surface, leading to strong polarization effects and work function changes of the metal surface.\(^\text{213}\) Of course, the question arises whether there are also such strong polarization effects at the interface of liquid water with metal surfaces. In fact, this issue has been addressed in several AIMD studies of water–metal interfaces.\(^\text{223,199,202}\)

Figure 15 shows the averaged electronic charge density difference, the oxygen distribution profile, and snapshots derived from AIMD simulations at room temperature with 60 explicit water molecules above an orthogonal \((5 \times 4)\) Pt(111) surface unit cell and 48 explicit water molecules above an
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**Figure 14.** Properties of the Au(111)/water interface derived from AIMD simulations as a function of the electrode potential varied through the addition of Na atoms.\(^\text{23}\) The calculated number of hydrogen-bond donors (red circles) and the experimental Raman O–H frequencies are plotted as a function of potential with respect to the potential of zero charge. In addition, structural models of the water in the corresponding potential regions are shown. Reprinted with permission from ref 213. Copyright 2019 Springer Nature.
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**Figure 15.** Electronic and atomic structures at Pt(111)/water and Au(111)/water interfaces derived from AIMD simulations. (a, b) Electronic charge density difference, the oxygen distribution profile, and snapshots derived from AIMD simulations at room temperature with 60 explicit water molecules above an orthogonal \((5 \times 4)\) Pt(111) surface unit cell and 48 explicit water molecules above an
orthogonal (3 × 4) Au(111) surface unit cell. On Pt(111), the oxygen distribution profile again allows one to differentiate between the solvation water layers of watA and watB molecules. Furthermore, a strong electronic polarization of the first water layer on Pt(111) is observed that closely resembles the results obtained from the icelike bilayers on Pt(111) shown in Figure 8. Thus, there is a significant charge transfer from the watA and watB water layer region toward the Pt(111) surface also in the more disordered water layers at room temperature. This strong electronic polarization of the water/Pt(111) interface has also been obtained in another AIMD study.23

However, as Figure 15b demonstrates, the polarization of the water/Au(111) is significantly weaker. This is also reflected in the work function changes of Pt(111) and Au(111) upon introducing the water film. Whereas on Pt(111) the work function is reduced by 1.07 eV due to the presence of water, it is only 0.22 eV for Au(111).202 These results are also consistent with the corresponding work function changes for adsorbed water bilayers22 presented earlier. Thus, the amount of polarization obviously reflects the strength of the interaction of the water molecules with these two metal surfaces. These differences can also be identified by comparing the oxygen concentration distribution profiles at both surfaces shown in Figures 15se and f. For Pt(111), two distinct peaks are visible corresponding to the strongly bound watA molecules and the more weakly bound watB molecules in the solvation layer. In contrast, on Au(111) there is a diffuse broad peak, and the more strongly bound watA molecules are only visible as a small shoulder peak.

Finally, we summarize the results of the AIMD simulations on the metal (111) surfaces presented in this section in Table 1, where the size of the unit cell, the number of water molecules, the functional used in the AIMD simulations, and the method to derive the potential of zero charge (pzc) are listed, and the calculated pzc is compared with the experimental values. Here we include an additional AIMD study223 in which the pzc of Pt(111) was derived from the determination of the work function (WF) and by employing the CSHE, both using the PBE-D3 functional as well as nonlocal van der Waals correction including rVV10 functional.224

Except for Pd(111),199 the pzc values derived from the AIMD simulations are in reasonable agreement with the experimental values. Note that, with respect to the measured pzc of Pt(111), there is some experimental spread. This is mainly caused by the fact that the experimental determination is hampered by the fact that Pt(111) strongly interacts with the ions present in the electrolyte.207 Apparently, the size of the unit cells is not a very critical parameter, at least as far as the pzc is concerned; the same appears to be true for the exact choice of the functional. Hence, the pzc does not seem to be a very sensitive parameter reflecting the quality of an AIMD simulation of water/metal interfaces. Still, considering the study by Bramley et al.,223 in which the pzc was derived both from the work function and using the CSHE, the latter approach yields values that are ~0.2 V lower than those derived from the work function.

### 4.3. Water Layers on Adsorbate-Covered Metal Surfaces

It is important to realize that liquid water typically contains not only water molecules but also a certain concentration of ions, as already mentioned earlier when discussing the electrochemical aspects of water layers. Even in pure water, the autoionization of water produces H⁺ proton and OH⁻ hydroxide anion with a concentration given by the autoionization constant pKₐ of water, which at room temperature is pKₐ = pH + pOH = 14. This leads to pH = pOH = 7 for any solvent not containing any acid or base. Furthermore, even low ion concentrations in water can lead to a high coverage of these species on metal surfaces9 when the interaction of the ions with the metal surface is strong enough. While the presence of strongly interacting anions such as halides leads to highly covered metal surfaces, the products of the autoionization of water, namely, the H⁺ proton and the OH⁻ hydroxide anion, also strongly interact with specific metal surfaces and thus cover metal surfaces. For example, it is well known in electrochemistry that Pt electrodes become hydrogen-covered at low electrode potentials, at which the metal electrode surface is negatively charged, whereas at high electrode potentials, the adsorption of OH⁻ or other anions that are present in the electrolyte starts.173,229 There is only a narrow potential window, the so-called double layer region that is dependent also on the pH value, at which Pt(111) in contact with water is not covered by any adsorbate. Hence, rigorously speaking, the AIMD simulations of liquid water on clean

<table>
<thead>
<tr>
<th>Surface</th>
<th>Unit Cell</th>
<th>No. Water Mol.</th>
<th>Functional, Method</th>
<th>pzc\textsubscript{exp} (V\textsubscript{SHIE})</th>
<th>pzc\textsubscript{exp} (V\textsubscript{SHE})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pt(111)\textsuperscript{22}</td>
<td>(3 × 3)</td>
<td>36</td>
<td>RPBE-D3, WF</td>
<td>0.57</td>
<td></td>
</tr>
<tr>
<td>Pt(111)\textsuperscript{223}</td>
<td>(6 × 6)</td>
<td>144</td>
<td>RPBE-D3, WF</td>
<td>0.52</td>
<td>0.1–0.5\textsuperscript{203}, 0.35\textsuperscript{222}</td>
</tr>
<tr>
<td>Pt(111)\textsuperscript{199}</td>
<td>(6 × 6)</td>
<td>151</td>
<td>PBE-D3, CSHE</td>
<td>0.2</td>
<td>0.3\textsuperscript{206}, 0.3\textsuperscript{207}</td>
</tr>
<tr>
<td>Pt(111)\textsuperscript{202}</td>
<td>(5 × 2)</td>
<td>60</td>
<td>PBE-D3, WF</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Pt(111)\textsuperscript{223}</td>
<td>(2 × 4)</td>
<td>52</td>
<td>PBE-D3, CSHE</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Pt(111)\textsuperscript{223}</td>
<td>(2 × 4)</td>
<td>52</td>
<td>rVV10, PBE-D3, WF</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Pt(111)\textsuperscript{223}</td>
<td>(2 × 4)</td>
<td>52</td>
<td>rVV10, CSHE</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>Pd(111)\textsuperscript{199}</td>
<td>(4 × 4)</td>
<td>68</td>
<td>PBE-D3, CSHE</td>
<td>−0.5</td>
<td>0.3\textsuperscript{205}, 0.1\textsuperscript{225}</td>
</tr>
<tr>
<td>Au(111)\textsuperscript{199}</td>
<td>(6 × 6)</td>
<td>151</td>
<td>PBE-D3, CSHE</td>
<td>0.2</td>
<td>0.4\textsuperscript{226}</td>
</tr>
<tr>
<td>Au(111)\textsuperscript{202}</td>
<td>(3 × 4)</td>
<td>48</td>
<td>PBE-D3, WF</td>
<td>0.52</td>
<td>0.5\textsuperscript{227}</td>
</tr>
<tr>
<td>Ag(111)\textsuperscript{199}</td>
<td>(4 × 4)</td>
<td>69</td>
<td>PBE-D3, CSHE</td>
<td>−0.6</td>
<td>−0.45\textsuperscript{218}</td>
</tr>
</tbody>
</table>

\textsuperscript{2}Two different methods have been employed to derive the pzc, using either the work function (WF) or the computational standard hydrogen electrode (CSHE).\textsuperscript{36,211}

---

Table 1. Summary of the Properties of the AIMD Simulations of Water Layers on Clean Metal (111) Surfaces Together with a Comparison of the Calculated and Measured Potential of Zero Charge (pzc) with Respect to the Standard Hydrogen Electrode (SHE)\textsuperscript{46}

---
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Pt(111) presented in this Review so far are only valid for a specific, rather narrow range of electrochemical conditions.

Hence, before starting any numerically expensive AIMD run of metal–water interfaces, one needs to carefully reflect what kind of metal–water interfaces shall be considered and whether adsorbed species might be present at the thermodynamic conditions to which the simulations correspond. AIMD simulations are still too time-consuming to derive stable adsorbate configurations at surfaces, for example, using thermodynamic integration methods. However, there are grand-canonical schemes that allow one to address this issue231,232,237 very conveniently.

The first applications of this scheme were done in the field of heterogeneous catalysis,230,231 where this approach was coined ab initio thermodynamics. If the free energies entering the grand-canonical scheme were all correctly determined, then the results of this scheme would correctly identify the adsorbate structures.231,232,237 In fact, in the adsorption of small species strongly interacting with metal surfaces such as halogen and hydrogen atoms, indeed the presence of water and varying electrode potentials often can be neglected safely. Stable halide structures on metal electrodes as a function of the electrochemical control parameters9 have been correctly identified in first-principles calculations,274 and even more complex phenomena such as the competitive adsorption of halides and protons238 have been semiquantitatively reproduced.235

However, for larger adsorbates such as sulfates, the presence of water can no longer be neglected. Experimentally, it is well-known that at high electrode potential sulfate forms rowlike \( \sqrt{3} \times \sqrt{7} \) structures on Pt(111)239,240 and Au(111).241,242 DFT studies showed that such a rowlike \( \sqrt{3} \times \sqrt{7} \) structure can be stabilized by water molecules that are situated in between the sulfate rows.243,244 First-principles calculations using the concept of the computational hydrogen electrode confirmed that the existence of the striped sulfate phase on Pt(111) can only be reproduced if explicit water molecules are appropriately taken into account.176,242 The phase diagrams resulting from such calculations are shown in Figure 16, where so-called Pourbaix diagrams of adsorbed sulfate (SO\(_4^{2-}\)), bisulfate (HSO\(_4^{-}\)), and protons (H\(^+\)) on Pt(111) and Au(111) are shown. Pourbaix diagrams correspond to phase diagrams as a function of the pH value and the electrode potentials.

Figure 16a illustrates that, at low electrode potentials with respect to the standard hydrogen electrode (SHE), Pt(111) is hydrogen-covered; then there is a small potential window, the so-called double layer region mentioned earlier, in which Pt(111) is uncovered. At an electrode potential slightly above 0.4 V vs SHE, sulfate adsorption in the rowlike \( \sqrt{3} \times \sqrt{7} \) structure becomes thermodynamically stable, in agreement

\[ \text{H}_2 \]
with the experiment. This structure is illustrated in the inset of Figure 16a. The adsorbed sulfate forms rows that are interlocked and stabilized by strongly adsorbed water molecules. Without the explicit consideration of the water molecules, this structure would only appear at conditions that are rather different from those observed in the experiment, stressing the importance of the explicit inclusion of these molecules.

On Au(111) (Figure 16b), there is a much wider potential window in which the clean metal surface is thermodynamically stable in the presence of a sulfate-containing electrolyte. This is due to the weaker interaction of gold with adsorbates than that of, e.g., platinum. Above 0.6 V, a series of mixed bisulfate/sulfate adsorbate structures appears. Experimentally, cyclic voltammograms in this potential are rather featureless, but above 1 V, a spike in the cyclic voltammograms appears and a disorder–order transition in the surface structure becomes observable in STM measurements. This structural transition agrees nicely with the occurrence of the pure $\sqrt{3} \times \sqrt{7}$ sulfate phase obtained in DFT calculations within a grand-canonical approach, as illustrated in Figure 16b. Again, this structure is significantly stabilized in the calculations through the presence of the explicit water molecules between the sulfate rows; without their consideration, the experimentally observed $\sqrt{3} \times \sqrt{7}$ sulfate phase would not even show up as thermodynamically stable in the Pourbaix diagrams.

Note that, in the calculations presented in Figure 16, no hydroxide or oxygen adsorption has been considered. However, it is well-known that, even in the presence of anions such as sulfate in the electrolyte, at higher potentials first hydroxide adsorption and then oxygen adsorption and surface oxidation occur. This has been confirmed in grand-canonical calculations yielding Pourbaix diagrams for Ag(111), Pt(111), and Ni(111). In this work, only H, OH, and O were considered as adsorbates. According to this study, for low pH values Ag dissolves and then oxidizes, whereas for Pt(111) the pH value does not influence the sequence of oxide phases. Ni(111), on the other hand, dissolves at low electrode potential and pH values that correspond to both acidic and alkaline solutions. The findings for Pt(111) were later reproduced to a large extent in a study based on the concept of the generalized computational hydrogen electrode.

In AIMD simulations of water on adsorbate-covered metal surfaces, so far mainly the native adsorbates hydrogen and hydroxide have been considered, but phenol-covered surfaces have also been considered. On Pt(111), hydrogen adsorption is thermodynamically stable at low electrode potentials, as illustrated in Figure 16a. This hydrogen coverage passivates the Pt(111) surface to a certain extent and lowers the water adsorption energies. In one of the first AIMD

Figure 17. Snapshots in side and top view and averaged atomic density of AIMD simulations, in which (a) one, (b) two, (c) four, (d) five, (e) six, and (f) eight water molecules at the Pt(111)/water interface are replaced by adsorbed OH. The snapshots have been taken at the end of the AIMD runs, which lasted at least for 30 ps. The oxygen atoms of the adsorbed hydroxide are colored in blue. Reprinted from ref 248 under a Creative Commons Attribution 3.0 Unported License.
studies addressing water on H/Pt(111), the simulations were performed for two water layers within a $2\sqrt{3} \times 2\sqrt{3}$R30° geometry initially in the structure of icelike bilayers\textsuperscript{171} with a relatively short simulation time of 11 ps at a temperature of 300 K. The weaker interaction strength of Pt(111) through the passivating hydrogen layers leads to an increase of the distance of the first water layer by $\sim 1$ Å.

The repulsion of water from the Pt(111) surface upon the formation of the hydrogen layer is also illustrated in Figure 13B, where the water distribution of six water layers within a 6 × 6 surface unit cell on hydrogen-covered Pt(111) averaged over a 40 ps AIMD run time\textsuperscript{20} is shown. Still, the oxygen atoms of two water molecules penetrate into the SoA region for a short period of time. According to a thorough analysis of the trajectories, these events correspond to the formation of a H$_3$O$^+$ cation after the detachment of a proton from the surface that then remains close to the detachment site temporarily. The oxygen atoms of the watB molecules penetrate into the SoA region for a short period of time. According to a thorough analysis of the trajectories, these events correspond to the formation of a H$_3$O$^+$ cation after the detachment of a proton from the surface that then remains close to the detachment site temporarily. The oxygen atoms of the watB molecules penetrate into the SoA region for a short period of time. According to a thorough analysis of the trajectories, these events correspond to the formation of a H$_3$O$^+$ cation after the detachment of a proton from the surface that then remains close to the detachment site temporarily. The oxygen atoms of the watB molecules penetrate into the SoA region for a short period of time. According to a thorough analysis of the trajectories, these events correspond to the formation of a H$_3$O$^+$ cation after the detachment of a proton from the surface that then remains close to the detachment site temporarily. The oxygen atoms of the watB molecules penetrate into the SoA region for a short period of time. According to a thorough analysis of the trajectories, these events correspond to the formation of a H$_3$O$^+$ cation after the detachment of a proton from the surface that then remains close to the detachment site temporarily.

The fact that a saturation hydrogen coverage on Pt(111) basically eliminates the chemisorption of water, as indicated in Figure 13B, has also been confirmed in two further AIMD studies\textsuperscript{201,252} with basically the same setup that is illustrated in Figure 12a. In the second study,\textsuperscript{201} the electrode potential was varied between $-0.03$ and $-0.84$ V vs SHE by including between one and five sodium atoms in the solution, which immediately became Na$^+$ ions in the solution, with their electrons being transferred to the Fermi energy of the metal. Thus, the differential Helmholtz capacitance also could be derived as a function of the electrode potential. It turns out that this capacitance for the hydrogen-covered Pt(111) electrode depends only very weakly on the electrode potential, which has been explained by the compensation between charge polarization and water-reorientation effects.\textsuperscript{201}

The effect of adsorbed hydroxyl on Pt(111) on the water structure was studied by successively replacing water molecules with OH in the AIMD study already mentioned earlier.\textsuperscript{248} The results of this study are presented in Figure 17. In addition, the internal energies of the particular configurations have been determined from the time-averaged DFT energy plus the time-averaged kinetic energy of the AIMD simulations. In fact, if the OH formation energy is calculated with respect to the dissociation of water molecules and the formation of a corresponding amount of gas-phase hydrogen molecules, then the OH formation at the Pt(111)/water interface turns out to be endothermic.\textsuperscript{248} Among the considered systems, the energy cost per hydroxide is the lowest for OH coverages of 0.08 and 0.42 ML. This was considered to be surprising because DFT studies of OH formation at the interface of Pt(111) with a static water bilayer\textsuperscript{253} found an OH coverage of 1/3 to be the most stable. Still, one has to take into account...
shown in Figure 13A, which in fact suggests a frequent AIMD run time of >30 ps. In fact, it is hard to judge whether of water adsorption and desorption are observed during the Pt(111) interface is not particularly dynamic; only a few events exchange of water molecules at the clean Pt(111)/interface.20 adsorbed H2O and OH species on a time scale of <1 ps, and molecules above a (3 × 4) Pt(111) surface, the pure 32H2O/ Pt(111) interface is not particularly dynamic; only a few events of water adsorption and desorption are observed during the AIMD run time of >30 ps. In fact, it is hard to judge whether this is consistent or inconsistent with the water distribution shown in Figure 13A, which in fact suggests a frequent exchange of water molecules at the clean Pt(111)/interface.20 In contrast, in the AIMD simulations with OH coverages of 0.08 and 0.17 ML,238 protons are transferred between adsorbed H2O and OH species on a time scale of <1 ps, and water molecules adsorb and desorb on a time scale of 5 ps. For higher OH coverages, the H2O and OH species at the surface become more detached from the water in the subsequent layers. This is reflected in the more pronounced minima in the atomic density at larger distances after the large peaks corresponding to the first water layer for increasing OH coverage in Figure 17. This spatial separation obviously reduces the number of water-exchange events. Obviously, the dynamic nature of water layers at metal surfaces still needs to be scrutinized in more detail.

The aqueous Pt(111)/CO/water interface at different CO coverages was studied by the second-generation Car–Parrinello molecular dynamics scheme.251 Snapshots of the simulations together with the averaged atomic density profiles for CO coverages of 0.11, 0.25, and 0.5 ML are shown in Figure 18. The simulations were performed at room temperature in a (6 × 6) Pt (111) surface unit cell with 134 water molecules, and the production runs were performed for 30 ps. CO adsorbed in an upright fashion at the on-top positions of Pt(111) at low coverages,255 but with only a slight energetic preference, whereas at high coverages of 0.75 ML, CO adsorbate structures with a coexistence of on-top and 3-fold hollow sites exist.256 In the first-principles simulations illustrated in Figure 18, the CO molecules increasingly populate Pt bridge sites at higher coverages; for Θ = 0.5, both adsorption sites are almost equally possible in the presence of water. For higher CO coverages, the density profile of water becomes much smoother, indicating that the water becomes more liquid-like above the CO molecules, which indicates a passivating of the surface by the CO molecules. Upon increasing the CO coverage, the C–O stretch frequencies increase, both in vacuum and in the presence of water, apparently due to the higher CO–CO repulsion, which weakens the interaction with the metal surface. The presence of water leads to a red-shift of the vibrational frequencies, which, however, vanishes for the CO coverage of 0.5 ML, at which the water molecules are practically all above the CO layer, which reduces the water–CO interaction.

4.4. Nuclear Quantum Effects at Water/Metal Interfaces

As already mentioned in the Theoretical Description of the Water–Water and Water–Metal Interactions section, nuclear quantum effects might play a role in the description of water due to the light mass of the hydrogen atoms. However, the consideration of nuclear quantum effects on a first-principles level is numerically rather demanding as they require, e.g., performing path-integral (PI) molecular dynamics techniques.109 Still, PI-AIMD studies are possible, as demonstrated in a PI-AIMD study of the effect of quantum delocalization on the ionization of water at water/metal interfaces.116 The PI simulations have been performed at room temperature with six beads per atom for water at Pt(111) and Au(111) using a (6 × 6) surface unit cell containing 134 water molecules, as illustrated in Figure 19a.

The calculated O–H radial distribution functions for water in the bulk and at the Pt(111) interface are plotted in Figure 19b. The distributions in the bulk derived from the AIMD and PI-AIMD simulations (blue and green lines in Figure 19b, respectively) are rather similar. Only the first peak is slightly more broadened in the quantum simulations compared to that in the classical simulations. At the interface, the situation is different. The quantum simulations yield a higher probability

Figure 19. Path-integral AIMD (PI-AIMD) simulations of a liquid water film on a Pt(111) surface. (a) Illustration of the simulation box together with a plot of the density of water as a function of the distance from the surface. (b) O–H radial distribution functions derived from both the AIMD and PI-AIMD simulations, separately for the water molecules in the bulk and at the interface. (c, d) Distribution of the O–H obtained from the AIMD (c) and PI-AIMD (d) simulations in the whole considered water systems. Probabilities rise from blue to red in the false-color representation. Reprinted with permission from ref 116. Copyright 2020 American Chemical Society.
of finding the hydrogen atom at distances between 1.2 and 1.5 Å from the oxygen atom. Note that these distances are between those of the O−H bond in water and the hydrogen bond. These distances have been associated with proton-transfer events.  

This broadening becomes more obvious in Figure 19c and d, where the distribution in the intramolecular O−H distance $R_{OH}$, i.e., the distance between the oxygen atoms and the closest hydrogen atoms, is plotted as a function of the distance from the surface. Close to the surface, this distribution is significantly broader in the quantum simulations (Figure 19c) than in the classical simulations (Figure 19d). The quantum simulations yield a much larger delocalization in the O−H distances, suggesting a higher tendency toward ionization. Indeed, along the quantum PI-AIMD trajectories, water dissociation is much more frequent than that along the classical AIMD trajectories: whereas in the classical simulations within 25 ps practically no dissociation events occur, in the quantum simulations dissociated water molecules are present in 7% of the sampled configurations. There is also an isotope effect on the ionization probability. Running the PI-AIMD simulations for D$_2$O yields ionization of the water molecules for only 3.5% of the time. In contrast to Pt(111), on Au(111) no enhancement of the ionization probability is observed in the quantum simulations compared to the classical simulations. Hence, there is a clear correlation of the ionization probability with the strength of the metal−water interaction.  

The comparison between AIMD and PI-AIMD simulations yields rather interesting insights into the role of nuclear quantum effects in the interaction of water with metal surfaces. At the same time, chemical trends in the variation of the metal surfaces presented in this Review appear to induce more significant changes than the inclusion of quantum nuclear effects. Hence, it should be appropriate to neglect nuclear quantum effects to obtain a first general understanding of structures and processes at water/metal interfaces.  

4.5. Experimental Validation of Ab Initio Studies of Water−Metal Interfaces  

As far as the validation of the results of AIMD studies with respect to the properties of water/metal interfaces is concerned, we already noted earlier that the potential of zero charge does not appear to be a very sensitive parameter. However, one faces the additional problem that the arsenal of experimental tools to characterize these properties is limited. This is mainly due to the fact that electron beams cannot be used to probe the properties of these interfaces because their penetration length into water is limited. Surface X-ray scattering has been used to probe the distribution of water molecules at the Ag(111)/electrolyte interface.  

These studies found a significant compression of the first water layer on Ag(111), which was explained by the strong electric field at the charged Ag(111) electrode. However, such a strong compression could not be reproduced in DFT calculations, and in principle it is also inconsistent with the fact that water is typically regarded as being incompressible. As already mentioned earlier, vibrational spectra can be derived from molecular dynamics simulations. Methods such as sum-frequency generation (SFG) are only sensitive to regions that have no inversion symmetry; hence, they are well-suited to probe the vibrational properties at interfaces. The difference between the vibrational spectra of the bulk liquid and a system including a metal−water interface also can be used to identify interface-specific modes. This has been done, for example, for the Pt−water interface employing surface-enhanced infrared absorption spectroscopy in the attenuated total reflection mode (ATR-SEIRAS) in which the bulk background has been derived from measurements of a CO-covered Pt electrode. Furthermore, we already saw in Figure 14 how the number of hydrogen-bond donors at the Au(111)/water interface derived from AIMD simulations compared to measured Raman O−H frequencies.  

In fact, from molecular dynamics simulations, vibrational spectra can be derived through the Fourier transform of the velocity autocorrelation function, as already mentioned earlier, so that calculated and measured vibrational spectra at water/metal interfaces can be directly compared. Recall that, at water/metal interfaces, typically two vibrational bands related to water vibrations can be identified in the measured spectra. First, the O−H stretch vibration is observed with peaks at about 3200 and 3400 cm$^{-1}$ that are associated with more strongly adsorbed water molecules and more weakly bonded, liquid water molecules, respectively. Whereas on Au(111) the peak at 3400 cm$^{-1}$ is more pronounced, on Pt(111) the peak at 3200 cm$^{-1}$ is dominant, reflecting the stronger interaction of Pt with water than that of Au. Second, at ~1600 cm$^{-1}$ the HOH bending mode is observed. However, on Pt and Ag a broad peak at ~3000 cm$^{-1}$ also has been observed, and its assignment was controversially discussed. This particular peak was addressed in AIMD simulations of water on Pt(111) and Au(111), the calculated vibrational spectra are shown in Figure 20. On Au(111), the computed vibrational spectra clearly peaked at 3400 and 1600 cm$^{-1}$, close to the results for bulk water. On Pt(111), in contrast, an additional peak in the vibrational spectra related to the watA molecules appears, whereas the OH stretch frequency of the watB molecules is close to 3400 cm$^{-1}$. The assignment of the vibrational frequencies to the watA and watB molecules on Pt(111) is also illustrated in Figure 20. In this sketch, the highest occupied molecular orbital of the watA molecule is shown, indicating the chemisorption of the watA molecule on Pt. This chemisorption is also associated with a charge transfer from the oxygen atom toward the surface, and it has been proposed that this charge transfer leads to strong hydrogen bonds of the watA molecules.  

Still, one should admit that the comparison of the center of two rather broad vibrational peaks at water/metal interfaces is certainly a necessary condition to judge the reliability of AIMD simulations but not a sufficient one. The same shifts might also be caused by a different structural arrangement of the water molecules at the metal surfaces. Still, due to the lack of experimental tools with an atomic resolution at water/metal interfaces, computer experiments based on reliable AIMD simulations are an indispensable tool to clarify the properties of these interfaces.  

5. IMPLICIT SOLVENT MODELS  

The proper treatment of the liquid side of water/metal interfaces requires one to perform statistical averages over sufficiently many different atomic configurations, i.e., microstates, leading to a considerable computational effort in order to obtain a reliable statistical sampling. One way to avoid this effort is to describe the electrode and any adsorbate layer atomistically but to describe the liquid through an implicit solvent model in which the liquid is modeled as a polarizable dielectric medium. Such an approach has been used widely to
of implicit solvent models is well-known, it is still often hard to judge the severity of these approximations. This is especially caused by the lack of direct comparisons of the results of implicit and explicit solvent models for solid/electrolyte interfaces. The comparison with experimental results usually only allows one to qualitatively judge the reliability of implicit solvent models. For example, qualitative trends in the differential capacity of metal electrode surfaces are correctly reproduced, and selectivity trends in electrocatalytic reactions at metal–water interfaces involving hydrophilic reaction intermediates are well-reproduced.

Thus, there is certainly a need for AIMD benchmark studies that allow the validation of computationally less demanding but more approximative approaches to describe metal–water interfaces. There is one example presented in Figure 21 with respect to the adsorption energies of the small molecules and radicals CO, CHO, COH, OCCHO, and OH on metal–water interfaces. The upper panels show the calculated adsorption energies $\Delta E_{ads}$ of these molecules on Cu(211), Cu(111), Au(111), and Pt(111) in vacuum and at metal–water interfaces with the water represented by either an implicit solvent model or explicit water molecules through AIMD simulations. As the reference for all of these adsorption energies, the gas-phase energies of the considered species have been taken. With regard to this gas-phase reference, one would naively expect that adsorption in the presence of water would be stronger than that in the gas phase because, in addition to the direct metal–adsorbate bonding, attractive water–adsorbate interactions would contribute to the adsorption energies. This is indeed the case for the adsorption on the flat Cu(111), Au(111), and Pt(111) surfaces. Interestingly, the AIMD simulations yield a destabilization of the considered adsorbates in the presence of water on the stepped Cu(211) surface. However, one also has to take into account that the molecular adsorbate replaces adsorbed water molecules, and obviously the replacement of more strongly bound water molecules at the stepped surface leads to this destabilization.

In implicit solvent models, this effect cannot be properly reproduced. Therefore, the presence of implicit water leads to a stabilization in all considered systems.

The solvation energies $\Delta E_{solv}$ plotted in the lower panels of Figure 21 correspond to the difference between the adsorption energies in either implicit or explicit water and the adsorption energies in vacuum. In fact, the comparison shows large differences of up to 0.6 eV, which are most pronounced for OH adsorption on the (111) surfaces. There is also no clear qualitative trend with respect to the adsorption energies between the two solvent models. On Cu(211), the presence of explicit water leads to a weaker adsorption than seen in the presence of implicit water, whereas it is the other way around for most adsorbates on the (111) metal surfaces. Given the rather large differences in the adsorption energies in implicit and explicit water and the nonuniform qualitative trends between these two approaches, it is certainly fair to say that further work is needed in order to improve the reliability of implicit solvent models for the description of metal–water interfaces.

6. CONCLUSIONS AND OUTLOOK

In this Review, we have attempted to yield an overview of the growing field of ab initio simulations of water/metal interfaces. Water/metal interfaces play a ubiquitous role in many technologically relevant areas such as electrochemical energy
conversion and storage, electro- and photocatalysis, lubrication, and corrosion, as well as in the life sciences, which explains the interest in these interfaces. Although the interaction of water molecules with metal surfaces is in general not particularly strong and similar to the water−water interaction, water molecules can exhibit a significant electronic polarization close to the surface with a sizable electron transfer toward the metal surface. Due to this considerable electronic rearrangement, which strongly influences the properties of water/metal interfaces, in principle electronic structure methods are needed for a reliable modeling of water/metal interfaces.

However, water layers at metal surfaces do not exhibit a strong ordering at ambient conditions, at which their structures are rather liquid-like instead of icelike. This liquid nature of the water layers requires one to perform numerically demanding statistical averages, for example, those based on molecular dynamics simulation for sufficiently long times and adequately large system sizes. Fortunately, due to the ongoing improvement in computer power and advances in first-principles codes, it has become possible to run ab initio molecular dynamics simulations that are suitable to derive statistically meaningful results.

In this Review, we have presented recent AIMD studies of water/metal interfaces that provided detailed insights into the structure and properties of these interfaces. Whereas at more strongly interacting metal surfaces such as Pt(111) the first water solvation layer above the metal surface is characterized by the occurrence of water molecules that are relatively tightly bound through their oxygen atom to the Pt surface, at more weakly interacting metal surfaces such as Au(111) a more diffuse water layer results directly at the surface. From the second water layer on, the structure of the water films is already rather liquid-like, independent of the particular metal.

Most of the studies presented in this Review indeed focused on only a few benchmark systems, with Pt(111) and Au(111) being the most prominent ones. This is understandable, as still some basic concepts and features related to structures and processes at water/metal surfaces need to be identified and established. Still, the powerful approach of the AIMD methodology is well-suited to scrutinize the properties of other, more complex water/metal interfaces, for example, stepped surfaces or adsorbate-covered surfaces. It is undoubtedly true that AIMD studies of water/metal surfaces are still numerically demanding and require high-performance computing resources. Still, in principle such AIMD studies only need the identification of an interesting scientific question and the selection of the appropriate initial conditions. The corresponding computer experiment then provides a wealth of data and information that only needs to be appropriately harvested.

These computer experiments are also rather important in order to understand atomistic details of water/metal interfaces because the experimental tools to monitor structures and processes at water/metal interfaces are rather limited. The structure of water molecules and single water layers adsorbed on metal surfaces at low temperatures can still be determined by scanning probe techniques, but with respect to liquid water layers, mainly vibrational spectroscopy techniques provide data to which the results of AIMD simulations can be compared. Still, the vibrational bands at water/metal surfaces are rather broad, so that in principle only the consistency between simulations and experiment can be deduced from an agreement between calculated and measured results. On the other hand, the lack of experimental data regarding the atomistic details of water/metal interfaces makes the information derived from AIMD simulation even more valuable, of course under the assumption that the AIMD simulations yield reliable results.

Water/metal interfaces also play a central role in electrochemistry, and it is this interface at which most electrocatalytic reactions occur. In the theoretical description of electrochemical interfaces between aqueous electrolytes and metal electrodes, additional control parameters, such as the electrode...
potential or the pH value, become essential. It is the long-term goal of theoretical electrochemistry to perform simulations under potential control, and there are promising approaches; however, there is no constant-potential method yet that is generally accepted. As far as electrocatalytic reactions at water/metal interfaces are concerned, little is known about the direct influence of the aqueous electrolyte, for example, with respect to the height of the reaction barriers. Their determination requires one to derive free activation energies, which is numerically even more demanding than plain AIMD simulations, as it necessitates the use of thermodynamic integration schemes. In general, true free energies have not been determined in any of the AIMD studies presented in this Review, so this still remains a challenge for the future.

The high numerical demand of AIMD simulations of course also calls for the identification of more approximate methods that still allow for an adequate description of water/metal interfaces. As far as adsorbates on surfaces are concerned, at least for strongly interacting and small adsorbates such as hydrogen or halogen atoms, there is some evidence that the influence of the aqueous environment can be neglected in the determination of adsorption energies, which then can enter a grand-canonical approach to derive equilibrium adsorbate structures. For the determination of the adsorption energy of larger adsorbates at water/metal interfaces, however, the explicit presence of water molecules cannot be safely neglected anymore. Here, the use of implicit solvent models offers a numerically attractive alternative to the explicit consideration of water molecules in the liquid phase. However, in principle implicit solvent models are not well-suited to describe polar solvents such as water. Note that AIMD simulations can be used to provide benchmark results in order to assess the reliability of implicit solvent models in the description of water/metal surfaces. For now, implicit solvent models are apparently able to provide qualitatively correct trends, but their quantitative accuracy needs to be further improved. It remains to be seen whether combinations of implicit and explicit solvent models might provide a suitable route to reduce the numerical effort of AIMD simulations without significantly compromising their reliability.

Overall, ab initio studies of water/metal interfaces are a suitable tool to provide reliable insights into structures and processes at these interfaces. They are numerically still demanding, but considering the progress in the efficiency of first-principles electronic structure methods and the ongoing increase in computer power, we anticipate a growing number of these ab initio studies, further deepening our understanding of water/metal interfaces.
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