Challenges in the modelling of elementary steps in electrocatalysis
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Abstract

The full understanding of electrocatalytic reactions requires a complete knowledge of the elementary steps occurring in these reactions together with the corresponding rate constants as a function of the parameters controlling the electrochemical environment. Given the complexity of electrochemical electrode/electrolyte interfaces, the modelling of elementary steps in electrocatalysis represents a substantial challenge, and there is still a need for reliable benchmark studies. Nevertheless, tremendous progress has been made in this field in recent years. Here the current status of this field will be briefly sketched, possible routes to meet the challenges will be suggested and open questions will be discussed.
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I. INTRODUCTION

Electrocatalytic reactions play an increasingly important role. They are the central processes occurring in electrochemical energy conversion and storage [1] which are critical for the energy transition towards a more sustainable future of our society. For example, hydrogen and oxygen evolution are the basic reactions underlying water splitting, whereas the reverse processes, hydrogen oxidation and oxygen reduction, are crucial in proton exchange membrane fuel cells. In spite of the importance of these reactions and intensive research, in particular the oxygen reduction (ORR) and the oxygen evolution reaction (OER) are still hindered by substantial overpotentials which limit the efficiency of fuel cells and water electrolysis, respectively. Although the origin of the overpotentials in the ORR and OER appear to be well understood [2, 3], mechanistic details of electrocatalytic processes at electrolyte/electrode interfaces are often still not known in detail due to the complexity of these interfaces [4].

In the study of processes in interfacial chemistry, theoretical considerations and numerical modelling have been playing an increasingly important role due to the development of more efficient algorithms and the increase in the computer power, in particular as far as solid-gas interfaces are concerned [5]. However, the presence of an electrolyte and the appropriate description of the electrode potential add considerable complexity to the theoretical modelling of structures and processes at electrochemical interfaces. In spite of rather promising progress in this field [6], it is certainly fair to say that there are still considerable challenges ahead before a truly reliable computational modeling of electrochemical interfaces will be achieved.

In this Opinion, I will particularly address the challenges in the modelling of elementary steps in electrocatalysis. This task can be subdivided into three levels, as reflected in a recent ORR study [7] of the editors of the electrocatalysis section of this journal in which this contribution appears. The first level corresponds to the identification of possible reaction intermediates and the elementary reaction steps connecting these intermediates. Experiments can only detect rather long-lived species, hence chemical intuition or computational tools are required to suggest complete reaction schemes. Next, the minimum energy paths connecting these intermediates need to be determined which also yields the activation barriers for the elementary processes. Finally, these barriers will then enter the kinetic modelling of
the complete electrocatalytic reaction for which ideally also the preexponential factors and the influence of the adsorbate coverage should have been reliably derived.

In the following, I will address these three levels separately. The first two levels in principle require calculations based on quantum-chemical approaches, as adsorption and reactions are associated with bond-making and bond-breaking processes. I will concentrate on these two first levels, because in my opinion the most severe challenges in the modelling of elementary steps in electrocatalysis are connected to the appropriate quantum-chemical evaluation of adsorption energies and reaction barriers at electrochemical electrolyte/electrode interfaces. I will then only briefly touch the kinetic modelling of electrocatalytic reactions, before I will give a personal perspective on the challenges lying ahead for a truly reliable modelling of electrocatalytic reactions.

II. QUANTUM-CHEMICAL MODELLING OF ADSORBATES AT ELECTRO-CHEMICAL INTERFACES

From a quantum chemical perspective, the positions of the atoms define any chemical systems, be it a molecule, a solid or an interface. The electronic distribution then follows from solving the many-body quantum chemical system. Periodic density functional theory (DFT) calculations represent the working horse with respect to the quantum chemical modelling of interfaces, as they combine numerical efficiency with an acceptable reliability. There are shortcomings of this approach from a quantum-chemical perspective [8], but typically these shortcomings are known and can be controlled.

Note that in this section we only consider equilibrium scenarios. It is important to realize that the adsorbed reaction intermediates originate from solvated species. Using grand-canonical concepts [9], such as the computational hydrogen electrode [2, 10, 11], the electrochemical potential of the proton can be expressed with respect to the chemical potential of the hydrogen molecule in gas phase \( \mu(\text{H}_2(g)) \),

\[
\tilde{\mu}(\text{H}^+(\text{aq})) + \mu(e^-) = \frac{1}{2}\mu(\text{H}_2(g)) - eU_{\text{SHE}} - k_BT \ln(10)pH, \tag{1}
\]

where the electrode potential \( U_{\text{SHE}} \) is given with respect to standard hydrogen electrode (SHE). This expression then enters the free energy of hydrogen adsorption per surface area
FIG. 1. Schematic illustration of the structure of electric double layers in the Stern model [14] combining the Helmholtz model consisting of a charged electrode together with a layer of counter ions with the Gouy-Chapman model in which additionally the presence of a diffuse layer of anions and cations is taken into account.

According to [12]

$$\Delta \gamma_H(T, U, \text{pH}, N_H) = \frac{N_H}{A_S} \left( \Delta G^\text{ads}_H(T, U, \text{pH}) + eU_{\text{SHE}} + k_B T \ln(10)\text{pH} \right), \quad (2)$$

where

$$\Delta G^\text{ads}_H(T, U, \text{pH}) = \frac{1}{N_H} \left( G^\text{interf}_{A_S}(T, U, \text{pH}, N_H) - G^\text{interf}_{A_S}(T, U, \text{pH}, 0) \right) - \frac{1}{2} \mu_{H_2(\text{g})} \quad (3)$$

corresponds to the free adsorption energy per hydrogen atom in the structure with $N_H$ adsorbed hydrogen atoms per surface area $A_S$ with respect to the hydrogen molecule in the gas phase. $G^\text{interf}_{A_S}(T, U, \text{pH}, N_H)$ is the free energy per surface area $A_S$ of an in principle sufficiently large region perpendicular to the interface encompassing the EDL [12]. For other adsorbates such as, e.g., halides $A^-$, corresponding expressions for the electrochemical potential enter the determination of the adsorption energy [13].

Thus the main problem lies in the appropriate evaluation of the free energy $G^\text{interf}_{A_S}(T, U, \text{pH}, N_H)$ in Eq. 3. The crucial challenge in the quantum-chemical determination of free energies at electrochemical interfaces is associated with a proper presentation of the electrochemical environment and the electrochemical control parameters. Typically, electrocatalytic processes
occur at the interface between a solid catalyst and a liquid electrolyte, typically an aqueous electrolyte which contains solvated ions. At such an interface, an electric double layer (EDL) is formed [15] which is sketched in Fig. 1. Usually, the structure of the EDL is discussed using concepts that have been developed about 100 years ago. The Stern model [14] combines a Helmholtz layer consisting of a charged electrode together with a layer of counter ions with a diffuse layer of anions and cations according to the Gouy-Chapman model. It is important to note that the electric double layer is overall charge-neutral. Otherwise there would be a remaining electric field outside of the EDL which would lead to a charge rearrangement until the EDL has become charge neutral. Likewise, the electrolyte has to be macroscopically charge-neutral, i.e., any concentration of, say, anions is compensated by the corresponding amount of cations.

The Stern model has for example been intensively used to estimate the double-layer capacitance, which has been divided into a Helmholtz and a Gouy-Chapman capacitance. This model is certainly based on valid physical arguments. Still it is important to realize that the Stern model corresponds to an idealization, and there is to the best of my knowledge no experimental or theoretical validation that the structure of the EDL really follows the simple arrangement illustrated in Fig. 1.

The theoretical or numerical identification of the structure of the EDL is hampered by the fact that a proper modelling requires an adequate consideration of the statistical nature of the liquid electrolyte. In principle, such a statistical modelling could be achieved by averaging over sufficiently long molecular dynamics runs based on the ergodic theorem. A snapshot of such an ab initio molecular dynamics (AIMD) simulation of a six-layer water film on a hydrogen-covered Pt(111) simulation [16] is shown in Fig. 2. This picture illustrates the complexity of the interface of an aqueous electrolyte with a metal electrode which requires, first, to use adequately large unit cells in periodic calculations and, second, to average over sufficiently long times.

However, it is fair to say that running AIMD simulations is still too time-consuming to faithfully model the EDL. It is true that AIMD simulations of water/metal interfaces can now routinely take about 200 water molecules into account [17]. Still, this is not sufficient to model the whole EDL. In particular this is not sufficient to model typical ion concentrations in electrochemistry. Note that for example a 0.01 M ion concentration corresponds to one ion in 5500 water molecules. Yet, it is important to realize that periodic DFT calculations
are still able to correctly model adsorbate layers on electrode surfaces due to the strong ion-electrode interaction which for example leads to halide coverages of up to about 0.5 even for mM concentrations in the electrolyte [18].

Molecular dynamics simulations based on classical force fields are in principle capable of consider sufficiently large systems to model electric double layers [19]. However, typically such force fields cannot properly take into account long-range electrostatic and electrode potential effects which are crucial for electrochemical interfaces. Instead of an explicit atomistic modelling of the electrolyte, implicit solvent models can be used [20] in which the electrolyte is described as polarizable dielectric continuum. Such models have been extensively used in the description of solvated molecules [21], but they are now also used routinely in the modelling of electrochemical interfaces [20]. Interestingly enough, this approach is best-suited for the description of non-polar molecules, so that its reliability in the description of strong polar solvents such as water is not clear. And indeed, a computational study comparing the adsorption energies of small molecules and radicals at water/metal interfaces derived from AIMD simulations and from implicit solvent calculations [22] found not only relatively large quantitative differences, but also qualitative differences with respect to the order of
the adsorption energy of the considered adsorbates. Hence the appropriate modelling of the EDL certainly still poses a problem in the modelling of electrocatalytic reactions at electrolyte/electrode interfaces.

Furthermore, electrochemical equilibrium systems are characterized by the electrode potential and the concentrations or rather activities of the solvated ions which all enter the electrochemical potentials of the solvated species. For example, the electrode potential plays a similar role in cyclic voltammograms as the temperature in temperature-programmed desorption in surface science. In equilibrium, the electrode potential is an intensive property of the electrolyte which means that it should be uniform. In quantum chemical approaches, it can be calculated from bulk properties of the electrolyte film [23, 24]. However, the electrode potential can also be determined from the work function of the electrode covered by a sufficiently thick electrolyte film [25], which is widely used [16, 17, 26].

In periodic electronic structure calculations, electrodes are typically regarded as a charged system whose charge needs to be balanced by counter charges. Based on the seminal work by Lozovoi et al. [27], several different flavors of the approach have been developed [23, 28, 29]. While these approaches have certainly provided important insights into the potential dependence of electrochemical interfaces, they almost entirely focused on the charging of the electrode. The counter charge has only been introduced in order to guarantee the charge neutrality of the periodic unit cell. However, at real electrochemical interfaces, charge neutrality is guaranteed by the presence of the EDL. Hence a proper representation of the EDL is key to a reliable modelling of electrochemical interfaces.

A more realistic approach to model electrochemical interfaces was introduced by Skulason et al. [30]. By adding hydrogen atoms to or removing them from the water layer above a metal electrode, the charge distribution at the electrolyte/electrode interface becomes altered. In detail, upon adding a hydrogen atom to the water layer, a $\text{H}_3\text{O}^+$ hydronium cation spontaneously forms, and the remaining electron is transferred to the electron reservoir of the interface system which means that the electron moves to the metal surface to a state at the Fermi energy. Conversely, if a hydrogen atom is taken away from a water molecule, spontaneously an $\text{OH}^-$ hydroxide anion is formed with the electron being transferred from the Fermi level of the metal electrode. The charge transfer changes the dipole moment at the electrolyte/electrode interface and thus also its work function, thereby altering the electrode potential. This approach preserves the charge neutrality of the electrochemical
interface. Instead of adding or removing hydrogen atoms, alternatively alkali or halogen atoms can be added to the water layer, causing an decrease or increase, respectively, of the electrode potential. This method automatically guarantees that in equilibrium any change of the electronic charge distribution in the electrode is accompanied by a corresponding structural change of the EDL and *vice versa*. This is obviously the reason why this approach is nowadays also widely used in *ab initio* molecular dynamics simulations of electrochemical water/metal interfaces \[16, 17, 31\]. However, typically rather large concentrations of atoms have to be added to achieve relatively small changes in the electrode potential. On the other hand, our knowledge of the concentration of solvated ions in the electrolyte close to the electrode surface is still limited, so that we do not really know whether these necessary concentrations are unrealistically large.

Still the question arises whether it is really necessary to explicitly include a sufficiently thick electrolyte layer in the quantum chemical determination of adsorption energies. Indeed, the fact whether the electrochemical control parameters affect the adsorption energies can be derived from phase diagrams of adsorbate structures at electrolyte/electrode interfaces as a function of these electrochemical control parameters \[12\], so-called Pourbaix diagrams. Let us take hydrogen adsorption as an example. Any adsorption energy corresponds to a difference of two energies. First of all, there is the energy change of the interface upon adsorbing the species of interest which correspond to the difference in brackets in Eq. 3. Then there is the energy it takes to remove the species from their respective reservoir which in electrochemical system is given by the electrochemical potential (Eq. 1). First of all, the electrochemical potential depends on the electrode potential \(U\) and on pH. If the energy difference in Eq. 3 is independent of \(U\) and pH, then the boundaries of pure hydrogen adsorption phases in Pourbaix diagrams will exhibit a slope of \(59 \text{ mV}/\text{pH}\). As this slope follows from the Nernst equation, systems that follow this trend are said to exhibit Nernstian behavior \[12\].

However, also the energy difference in Eq. 3 depends on the same electrochemical control parameter. Upon changes in the electrode potential \(U\) and in pH, the EDL might rearrange and thus also modify local electric fields which affect the energy difference in Eq. 3. Conversely, if hydrogen adsorption phases exhibit true Nernstian behavior, then the presence of the EDL would either not affect the energetics at the interface or lead to a \(U\)- and pH-independent shift. Equivalently, if the stability of adsorbate phases that do not contain any
hydrogen does not depend on pH, this also means that changes in the EDL apparently do not influence the adsorption energy.

In fact, there are some adsorbate phases on metal electrodes that do exhibit such a Nernstian behavior, as far as their stability is concerned [12, 32, 33], in particular small adsorbates such as hydrogen and halogen atoms. And indeed, the corresponding Pourbaix diagrams can be semi-quantitatively reproduced by periodic DFT calculations in which the presence of the aqueous electrolyte and the varying electrode potential is entirely neglected [12, 13]. However, for larger adsorbates such as sulfate, this is no longer true [34, 35], so that the appropriate consideration of the electrochemical control parameters in the determination of adsorption energies is crucial.

III. DETERMINATION OF ACTIVATION BARRIERS IN ELECTROCATALYTIC REACTIONS

The determination of activation barriers in electrocatalytic reactions represents a much higher theoretical and computational challenge as the evaluation of adsorption energies. First of all, activation barriers correspond to saddle points in the multidimensional potential energy surface and not to minima, as the adsorption configurations. This requires to perform saddle-point searches [34, 35] which are computationally much more demanding than the identification of minima. Furthermore, adsorbates on single-crystal surfaces often form periodic structures which can be faithfully presented in periodic structure calculations. However, reactions usually correspond to rare events which do not occur in a periodic fashion. Still, in periodic DFT calculations, only relatively small surface unit cells are computationally feasible, so that an infinite array of the same reaction is modelled. These reactions are usually associated with some charge rearrangement along their reaction path. This causes a change of the local dipole moment, which in an periodic presentation of these reactions alters the work function of the electrochemical interface and thus also the corresponding electrode potential [36].

In a realistic situation in which the reaction corresponds to a rare event, a single reaction within a sufficiently large surface area typically does not change the work function. To model this correctly in periodic calculations with necessarily small surface unit cell, keeping the electrode potential constant along the reaction path then requires some charge transfer to
compensate for the intrinsic charge rearrangement along the reaction path. In fact, it might still be a matter of debate whether this is really the correct way to simulate electrocatalytic reactions in an array of small unit cells. Still, reaction barriers in electrocatalytic reactions can vary substantially depending on whether they are derived at constant charge or at constant potential.

This is illustrated in Fig. 3 where the barrier of O$_2$ dissociation on solvated Pt(111) is addressed, both for a pure water film and for a water film with an on solvated Na ion [37]. These calculations have been performed using the so-called double-reference method [23] which is an a posteriori method with respect to potential control. This means that in this method the charge of the electrode is an input parameter with the counter charge being realized through an homogeneous background, and then the corresponding electrode potential for the particular configuration is derived. As shown in Fig. 3, for five different system electrode charge states, the energies of the initial state in O$_2$ dissociation, adsorbed O$_2$, of the final state, two adsorbed O atoms, and of the transition state are determined and the electrode potentials of the corresponding configurations are derived. These data are represented by the symbols in Fig. 3a. For each state, an interpolation of the energy as a function of the electrode potential is obtained. The barriers at constant charge are then given by the difference of the corresponding symbols, whereas the barriers at constant potential can be determined from the difference between the interpolated curves at a given potential.

The barriers thus determined at constant charge and constant potential can differ quite significantly, as Fig. 3b illustrates. In particular at large positive potentials, there are differences of more than 0.2 eV between these two approaches. However, again one has to emphasize that these differences are in principle only a consequence of the small unit cells that need to be used in periodic DFT calculations.

In the previous chapter, we also discussed the ansatz of Skulason et al. [30] to change the electrode potential by adding or removing hydrogen atoms in the water layer. Using this ansatz, Rossmeisl et al. [39] studied the Heyrovsky reaction: H$_2$ $\rightarrow$ H$^+$ + e$^-$ + H* on Pt(111) as a function of the surface unit cell size with (3 $\times$ 2), (3 $\times$ 4), (3 $\times$ 6), (6 $\times$ 2), and (6 $\times$ 4) surface unit cells being used. This reaction corresponds to a one-electron reaction. Using the analogy to a capacitor, Rossmeisl et al. could show that the reaction energy $\Delta G$ of a one-electron reaction as a function of the potential difference $\Delta U$ between final and initial state should scale with $e\Delta U/2$, or in other words, $\Delta G(\Delta U)$ should exhibit a slope of
FIG. 3. a) Calculated Free energies as a function of potential for the initial, transition and final state of O₂ dissociation on solvated Pt(111) obtained with the double reference method [23]. The symbols correspond to the results obtained for different charge states of the Pt electrode whereas the solid curves are quadratic fits to the results. b) Dissociation barrier of O₂ on solvated Pt(111) without and with Na coadsorption, respectively, for various constant system charges q of the system and for constant potential, kept at the corresponding value of the initial state. Adapted from Wasileski and Janik 2008 [37] with permission of Royal Society of Chemistry. Reprinted from Groß 2020 [38] with permission of John Wiley and Sons.

1/2 when ΔG is given in eV in calculations in which the ratio θ between the number n of protons in the double layer and the number N of surface metal atoms per surface unit cell is kept constant. Recall that by varying the concentration of protons in the double layer, the electrode potential can be varied. Hence calculations with the same ratio θ = n/N should
FIG. 4. (a) Calculated reaction free energies of the Heyrovsky reaction: \( \text{H}_2 \rightarrow \text{H}^+ + \text{e}^- + \text{H}^* \) for different surface unit cell sizes which cause different changes \( \Delta U \) in the electrode potential between initial and final state. (b) Activation energy \( E_a \) of the Heyrovsky reaction as a function of the potential change caused by using different surface unit cell sizes. Reprinted from Rossmeisl et al. 2008 [39] with permission of Elsevier.

correspond to the same electrode potential.

As Fig. 4a shows, indeed the reaction free energies \( \Delta G(\Delta U) \) nicely follow the predicted trend [39]. As discussed above, for a sufficiently large surface unit cell, the electrode potential should remain constant along the reaction path of a single reaction per surface unit cell. Hence the extrapolation of the curves shown in Fig. 4a to \( \Delta U = 0 \) should give the reaction free energy in an infinite unit cell. Fig. 4a furthermore shows that there is quite a drastic
change in the reaction free energy as a function of the surface unit cell size.

Using the same methodology, also the activation barrier of the Heyrovsky reaction has been determined, as illustrated in Fig. 4b. As the charge state at the transition state is not a predetermined fixed number, the slope of the curves for different unit cell sizes can be different from 1/2. There is also a considerable dependence of height of the activation barrier on the size of the surface unit cell.

As far as the calculations presented in Fig. 4 are concerned, one has to note that they were performed with basically only one water layer present. Furthermore, the calculations have apparently been done for a static water layer. However, particularly at the transition state the statistical nature of the water distribution might significantly influence the barrier height. Hence the calculated barrier heights should still be considered with caution. In a more recent study [36], a scheme to evaluate the energetics of electrocatalytic reaction steps at constant potential has been proposed that is only based on the a single barrier calculation in the electrochemical environment. Additionally, the surface charge at the initial, transition, and final states enter this formalism. This charge-extrapolation scheme [36] requires a much smaller computationally effort than the cell-extrapolation scheme [39] used for the results shown in Fig. 4, but yields rather similar reaction energetics within typical DFT errors [36]. Still it needs to be noted that from a fundamental point of view local charges in an extended system such as atomic of surface charges correspond to ill-defined quantities as there are ambiguities with respect to the integration boundaries necessary for their determination [40].

Basically, we know how to determine reliable reaction barriers for electrocatalytic reactions at the interface between a liquid electrolyte and an electrode: free energy calculations need to be performed for sufficiently large surface unit cells with the electrode potential being fixed by the appropriate structure of the electric double layer. The statistical nature of the water configurations along the reaction path together with the possible reorientation close to the reactands needs to be taken into account via appropriate thermodynamic integration schemes such as the Blue Moon ensemble [41].

First attempts to perform constrained molecular dynamics simulations with thermodynamic integration in estimating activation and reaction (free) energies have indeed already be performed [42], and substantial changes in reaction energies has been found upon the consideration of solvent dynamics. Unfortunately, such calculations are not routinely feasible at the moment. The modelling of electrocatalytic processes by first-principles electronic
structure calculations is very popular at the moment [43–47] due to the importance of electrochemically energy conversion and storage for our future sustainable energy supply [1]. These studies provide valuable insights into the reaction mechanism of electrocatalytic processes. Yet it is fair to say that we still need reliable and realistic free energy studies of elementary reaction steps in electrocatalysis as benchmark systems in order to be able to judge the accuracy of the more approximate approaches that are feasible at the moment.

IV. KINETIC MODELLING

In order to do a kinetic modelling of electrocatalytic processes, the activation barriers together with their pre-exponential factors, preferentially as a function of coverage, are the crucial input. The pre-exponential factor can be obtained via transition state theory [48] which requires to take all relevant degrees of freedom, also those of the liquid electrolyte, into account. Once the hopefully complete list of reaction steps together with their rate constants has been determined, the kinetic modelling of electrocatalytic processes itself is in principle not more demanding than the kinetic modelling of any chemical reaction, as only the rate constants enter the kinetic formalism. Indeed, such kinetic simulations have already been done [44]. As an alternative, kinetic Monte Carlo simulations can be performed which do not suffer from the fact that the reacting mixture is treated as an ideal solution [49]. Yet, only relatively few kMC simulations for electrocatalytic reaction has been performed, for example one recent study on CO$_2$ electroreduction [50], where, however, empirical rate constants have been used. Thus the basic problem in the kinetic modelling of electrocatalytic processes is not related to running the kinetic simulations, but rather to the reliable determination of the rate constants entering these simulations.

V. CONCLUSIONS

The modelling of elementary steps in electrocatalysis is not only rather interesting from a scientific point of view, but it is also technologically relevant due to the importance of electrocatalytic processes in the electrochemical energy conversion and storage. Due to the increase in computer power and the development of appropriate methods, first-principles simulations of electrocatalytic processes have significantly improved our understanding of
these reactions. However, electrocatalytic reactions are still modelled in an approximate fashion, as it is numerically too demanding to realistically consider the complexity of electrochemical electrolyte/electrode interfaces and to appropriately take the role of the electrode potential into account. Thus there are still substantial theoretical and numerical challenges associated with the modelling of electrocatalytic processes which make this research field very demanding, but also highly interesting.

VI. DECLARATION OF INTERESTS

none

ACKNOWLEDGEMENT

This work contributes to the research performed at CELEST (Center for Electrochemical Energy Storage Ulm-Karlsruhe). Support by the German Research Foundation (DFG) through contract GR 1503/39-1 and the POLiS Cluster of Excellence, Project ID 390874152, and by the Dr. Barbara Mez-Starck-Foundation is gratefully acknowledged.


[11] A. Groß, Grand-canonical approaches to understand structures and processes at electrochemical interfaces from an atomistic perspective, Curr. Opin. Electrochem. 2021, 27, 100684

[12] A. Groß, Reversible vs standard hydrogen electrode scale in interfacial electrochemistry from a theoretician’s atomistic point of view, J. Phys. Chem. C 2022, 126, 11439


[15] A. Groß, S. Sakong, Modelling the electric double layer at electrode/electrolyte interfaces, Curr. Opin. Electrochem. 2019, 14, 1
[16] S. Sakong, A. Groß, Water structures on a Pt(111) electrode from ab initio molecular dynamic simulations for a variety of electrochemical conditions, Phys. Chem. Chem. Phys. 2020, 22, 10431


[34] F. Gossenberger, F. Juarez, A. Groß, Sulfate, bisulfate, and hydrogen co-adsorption on Pt(111) and Au(111) in an electrochemical environment, Front. Chem. 2020, 8, 634


[40] J. Huang, Surface charging behaviors of electrocatalytic interfaces with partially charged chemisorbates, Curr. Opin. Electrochem. 2022, 33, 100938


