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We have treated the ionization probability of iodine molecules scattered from diamond by a
semiclassical surface hopping scheme, namely Tully’s fewest-switches alg¢diti@mem. Phys.

93, 1061 (1990]. The interaction is described by a model potential that has been adjusted to
empirical data. We start with a one-dimensional two-state model in which just the molecular
distance from the surface and the neutral and negatively charged sthteaid considered. We
determine the ionization probability within the adiabatic and diabatic representation and compare it
with exact quantum calculations. For this particular problem we find that the diabatic picture shows
too little coherence, while the adiabatic representation yields satisfactory results. In the second part
we have successively increased the complexity of the simulation by additionally taking a surface
oscillator coordinate, the molecular rotation and vibration into account. Including more degrees of
freedom damps out the Stkelberg oscillations present in the one-dimensional model. Our results
gualitatively reproduce the observed dependence of the ionization probability on the incident energy
of the molecules. This dependence is not given by the electronic coypdinge but rather due to
energy transfer to substrate and internal degrees of freedom during the scattering event. Finally, we
are also able to reproduce the measured dissociation probability which can be explained in a
centrifugal model. ©2001 American Institute of Physic§DOI: 10.1063/1.1356457

I. INTRODUCTION jumping wave-packet methdd-? Furthermore, dissipation
to a heat bath has been included in quantum dynamical

In the last years we have witnessed a tremendousalculationst®1°
progress in the field of simulations modeling the interaction  In almost all of these simulations the dynamics of the
of molecules with surfaces. While 10 years ago mostly low-molecule is treated in a low-dimensional framework. Usually
dimensional studies on model potentials were performedonly one or two molecular degrees of freedom are explicitly
now high-dimensional calculations on realistic potential en-considered. For a quantitative and sometimes even for a
ergy surfaces derived fromb initio electronic structure cal- qualitative understanding more realistic simulations are
culations are possibfe2 Usually these studies still have one required: =3 Due to their light mass the dynamics of the
caveat: they do not include any electronic transitions, i.e., thelectrons has to be treated quantum mechanically. The move-
gas-surface dynamics is assumed to proceed on a Bornment of the nuclei occurs on a much longer time scale be-
Oppenheimer surface. There is no efficient scheme to detecause of the higher mass; consequently, often quantum ef-
mine electronically excited potential energy surfaces and théects in the dynamics can be neglected, even if hydrogen is
coupling between them. But even if they were known, anyconcerned’~° Furthermore, in studies involving electronic
dynamical simulation including electronic transitions repre-transitions mainly molecules like NO, CO or,@re consid-
sents a significant challenge. ered. The dynamics of the nuclei of these molecules can

This situation is very unsatisfactory from a theoreticaloften safely be treated by classical methods; however, the
point of view because electronic transitions can play an imelectronic degrees of freedom still have to be taken into ac-
portant role in the interaction of molecules with surfaces. Atcount quantum mechanically.
metals, electron-hole pair excitation in the substrate might be  The obvious choice in such a situation is to use semi-
an efficient dissipation channel. This has been demonstratedassical methods that treat the movement of the nuclei clas-
20 years ago for the quenching of molecular vibrations ofsically and the electron dynamics quantum mechanically, but
molecules adsorbed at surfaééslust recently it has also allow for a self-consistent feedback between the classical and
been observed in NO/Ali11) scatterind. However, the ex- the quantum degrees of freedom. There is a long tradition in
act magnitude of the energy transfer from the molecule to theising semiclassical methodsee, e.g., Refs. 20—26n par-
electron-hole pairs is largely unknown, and only a few stud+icular for gas-phase problems. Compared to exact quantum
ies have addressed this issue in a quantitative manner f@alculations, the accuracy of these semiclassical schemes of-
atoms and molecules impinging on a surfafeThere has ten depends on the particular problem. Relative errors of
been much more theoretical work on electronic excitations irmore than 50% are no exceptidhHence the reliability of
molecules interacting with surfaces. In particular, desorptiorthese methods has to be tested very carefully.
induced by electronic transitiond®IET) has been studied It is our goal to establish a reliable semiclassical scheme
intensively(see Ref. 9 and references thejeMany of these to treat reactions at surfaces with electronic transition. In this
studies have been performed quantum dynamically using theork we apply the fewest-switches algorithm proposed by
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Tully?* to the charge transfer in molecule-surface scattering.
The particular choice of the model potential we are using is ¥ (T.R,1)=2 ¢;(1)®;(r,R) @)
motivated by experiments on the ionization probability in .

| ,/diamond scatterin@f In a recent publication we have ex- With complex coefficient;(t). The matrix elements of the
plicitly considered the molecular center of mass and one suielectronic Hamiltonian are given by

face oscillator coordinate and'compared the ;emlcla35|cal re- Via(R)=(®(r,R)|Ho(r,R)|®,(r,R)). 3)
sults to full quantum calculatiorfS.Here we first focus on

one-dimensional two-state semiclassical results in the diabdd surface-hopping methods like the fewest-switches algo-
tic and adiabatic representation. In contrast to the first applitithm the diagonal elementg,(R) represent the potential
cations of the fewest-switches algoritffinwe do not use a energy surfaceéPES on which the nuclei are moving. This
localized coupling between the two electronic states. It turnén€ans the nuclear motion is given by a trajectg(y), fol-

out that in such a situation the fewest-switches algorithm ifowing classical equations of motion

the diabatic representation does not reproduce the phase co- 2R t)

herence correctly, while the results in the adiabatic represen- T MVRka(R). (4)
tation agree reasonably well with the quantum results ob-

tained in a coupled-channel schefledowever, the mean On which particular surfac¥y, the motion takes place is
transition probability ignoring the oscillations is well- dependent on the coefficientg(R(t)). The time evolution
reproduced in both semiclassical approaches. This opens tieé the expansion coefficients is given by the time-dependent
way to high-dimensional applications of the fewest- Schralinger equation with the electronic Hamiltoniat,
switching algorithm since often the phase coherence is supvhich leads to

pressed in such situations.

We have furthermore included the molecular vibration iﬁck=2 cj[ij—iﬁdej] (5)
and polar orientation in the semiclassical simulations and ]
obtain qualitative agreement with the experiment with re-with the nonadiabatic coupling Vectodkj(R) defined
spect to the kinetic energy dependence of the ionizatiomhrough
probability. We propose that it is not the electronic coupling
per sethat determines this dependence. It is rather the energy A (R)=(O(r,R)[V|®,(r,R)). (6)
transfer to other degrees of freedom during the scatteringquation(5) holds for any set of basis functioi;(r,R). It
event that reduces the number of molecules that have suffdemonstrates the self-consistent feedback between atomic
cient energy to become ionized. This suppresses the ionizand electronic degrees of freedom. The particular PES on
tion probability, in particular at small kinetic energies. We which the atoms move in a classical fashion depends on the
have furthermore also determined the dissociation probabilelectronic expansion coefficients determined by integrating
ity in 1,/diamond scattering which also compares well withthe time-dependent Schtimger equation with a Hamiltonian
experiment. that is time dependent via the atomic coordinates.

After briefly recalling the basics of the fewest-switches  As an adiabatic basis we will understand a complete set
algorithm we will first introduce our model system to simu- of basis functions that diagonalizes the electronic Hamil-
late the charge transfer in molecule-surface scattering. WionianH,. For a diabatic basis we choose a set independent
will then present the comparison of quantum and semiclasef R, i.e., d;j(R)=0 for all k, j (note that the diagonal ele-
sical results in a one-dimensional two-state situation. Furments ofd,; vanish identically.
thermore we will add some remarks concerning 2D calcula-  The particular potential energy surface on which the at-
tions including one surface oscillator, and finally we will oms move in Eq(4) depends on the probability
discuss our four-dimensional results of the ionization and

— 2
dissociation probability in,/diamond scattering. Pu(t)=[cx(R(V)] @)
of finding the system in statk at that time. In the fewest-
Il. METHOD switches algorithm the probabilities to jump to a particular

. . . . r nstr in h a way that for a swarm of tra-
In this section we briefly repeat the most important as—State are constructed in such a way that for a swarm of tra

pects of the fewest-switches algorithm, as proposed by Tull ectories the probability of finding a trajectory in statas

: : . . he same a$,(t). This is achieved in the following way.
in Ref. 24. This algorithm, which has already been tested fo . . .
a number of modgl potentiafé; >3 impresses gy its elegance quations(4) and (5) are integrated numerically over a cer-

and conceptual simplicity tain time stgmt, and a]_‘ter each integration step it is de_gided
The total Hamiltonian. is written as whether to jump to a dlfferent PES or not. The probability to
go from statek to statel is
H=Tr+H(r,R), (1)

with R representing the atomic or classical coordinatesrand Pxi=
the electronic or quantum onebly(r,R) is the electronic
Hamiltonian for fixed atomic coordinates afg the kinetic  In principle, the switches between the states can occur at any

At2[A Y Im(cE ¢ V) —Re(ci cR-dy) ]
C Ck '

®

energy of the atomic or nuclei degrees of freedom. point along the trajectories. In order to ensure energy con-
The wave function of the electronic coordinates servation, the kinetic energy has to be adjusted if the transi-
W(r,R,t) is expanded in a set of basis functiods(r,R) tion doesnot occur at a curve crossing point. This is done by
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TABLE |. Parameters of the model potential figr/diamond scattering. 4.0 T T
Potential D” (eV) ajj (Ail) Zj; (A) S” (eV) 3.0
Vi, 0.1 3.0 1.0 0.0 S -
Vo 4.0 3.0 0.5 3.0 - | 1
Vi 0.2 2.0 5 20 v,
b X - Vy
S g0\ ' = Ve 1
8 N oty T 12
o - \\ | L
changing the component of the velocity along the nonadia- § 00 boceeee B AY
batic coupling vectof? Switches that would lead to energeti- g "‘. ! '| i
cally forbidden states, are rejected. Y VAN i
The classical equations of motion E@) together with N R
the Schrdinger equatior{5) are numerically integrated with -1 0 1 2 3 4
an Adams method using a variable time stéfhe results Distance from the surface z(A)

thus obtained by th? fewe_st-swnches algorithm are. Comparequ. 1. One-dimensional two-state model potential for the ionizatioh, of
to exact quantum simulations on the same potentlal for ONEx the scattering from diamond surfacéé,; corresponds to the potential
and two-dimensional situations. The quantum mechanicadnergy surface for the neutral molec@mlid line) andV,, to the potential
calculations of the ionization probability have been per-for the charged molecul@ashed—dotted lineV,, is the coupling between
formed by solving the time-independent S"cﬂiinger equa- the two potential¢dashed ling The one-dimensional nonadiabatic coupling
tion within a coupled-channel scherife vectord,, (thin dashed lingis given in arbitrary units.

lIl. MOBEL SYSTEM Since diamond has a large band gap of 5.4 eV, image charge
In this section we present our choice of the potentialeffects in the interaction of the, anion with the diamond
used to simulate the ionization Ig scattering. We start with  surface should be small. However, we assume that the elec-

a one-dimensional potential, including only the moleculartron transfer from the surface to tthg molecule leads to a
distance from the surface, and expand it step by step to a 4localized hole on the time scale of the collision which causes
model, including also a surface oscillator, the angle betweean attractive interaction with a well depth of 1.0 eV. This
the surface normal and the molecular axis and the intramoansatzhas also been made in the simulation of charge trans-
lecular distance. For all dimensions we incorporate two elecfer in atom scattering from insulator surfacés? On the
tronic states, where state number one corresponds to the nedther hand, it is known that hydrogenated diamond surfaces
tral molecule and the second state represents the ionizeakhibit a substantial surface conductivity’® However, due
moleculel, . to the lack of reliable microscopic information on the elec-

To the best of our knowledge, there are no calculationgronic structure and properties of the diamond surface in the
of the potential energy surface bf/diamond. Hence we as- Scattering experiment we have to rely on speculation. Con-
sume a model potential for the interaction that is based osequently, the strength of the couplikg, is also guessed.
available experimental data. For all the parameters that could The ionization threshold of 3 eV was chosen to repro-
not be inferred from any empirical data we just picked physi-duce the experimental results by Danon and Amifain
cally reasonable values. Fig. 1 we have also plotted the nonadiabatic coupling vector

For the one-dimensional two-state problem, we begird;»(z) which is a scalar in the one-dimensional problem. It is
with Morse potentials for the neutral and ionized state0bvious thatd;,(z) is strongly localized around the curve-
V1,(2) andV,4(2), respectively. The coupliny;,(z) is as-  crossing point of the two diabatic potential energy surfaces.
sumed to decrease exponentially withHere z is the |, In the repulsive region of the potential there is actually a
center of mass distance from the surface. In the diabatic regpecond curve crossing point at an energy of 16.3 eV.
resentation the potential can be written as a symmetric two In order to achieve a more realistic simulation of the
by two matrix molecule-surface scattering we first added a surface oscilla-
tor with coordinatex and potential

D Vii(2) ViA2)
\% (Z)= ) (9) Mosc
ViAz) Vai2) Vosd X) = 7w2x2 (12
where the diagonal elements are given by
ez ) and coupled it by replacingwith z—x. Thus the 2D poten-

Vii(z)=Dj(e”“itemsi) — 2e7 @itz 4) + G | (100 tal is given by
and the coupling is . V11(Z—X) + Vosd X) ViAz—X)

Vid2)=Dige %, an  VTEOTL vz Vadz 0+ Ve

The corresponding parameters are given in Table | and 1

the resulting potential is plotted in Fig. 1. Since in the ex-The frequency of the oscillator was chosen to he
periment the diamond surface is assumed to be hydrogesn 50 meV with a massn,s of 180 amu. The frequency of
covered®® we model the interaction of neutrd} with this  the oscillator corresponds to the lower edge of the measured
passivated surface by a shallow physisorption well of 0.1 eVsurface phonon band for clean and hydrogen covered dia-
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mond surfaced® The mass of the oscillator, however, is un- ' ' ' ' ' '
realistically large, it equals the mass of 15 surface atoms.
Usually the mass of the surface oscillator is taken to be one
to three times the mass of a surface af3nf® However,
because of the relatively high frequency that we have chosen
a surface oscillator with a mass of three surface atoms fol-
lows the perturbation due to the impinging heavy iodine mol-
ecule almost adiabatically. This means that there is almost no
energy transfefless than 0.1 e)/from the molecule to the
surface. In order to model at least some energy transfer to the I R
surface we have chosen the rather large mass of 15 surface

atoms. For a detailed discussion of the surface oscillator ef- 0.00
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fects in the calculations see Ref. 29. Kinetic energy (eV)
We then included molecular rotation and vibration in the
potential via FIG. 2. Theoretical results of the ionization probabilitylgfdiamond as a
function of the incident kinetic energy of the molecule using the one-
4D 1 2D r dimensional two-surface potential of E§). Thick solid line, quantum me-
Vii(z,x,r,0)= 5 Vi-| z—Xx— Ecosﬁ chanical result; dashed line, semiclassical result within the adiabatic repre-
sentation; thin solid line, semiclassical result within the dabatic
r representation; dashed—dotted line, Landau—Zener approximation.
+V3P| z—x+ > cosé +Vml(r), (14)

ionized on the way to or from the surface. The oscillations,
so-called Stakelberg oscillations, result from coherent inter-
ference between these two possible pathways. For the adia-
VMol(r)=Dy(1—e «s(10)? (150  batic and the quantum results also the amplitudes are the

with parameterd ;= 1.555 eV, a5 =2.89 A1 and equilib- same, but the phases are different for energies below 7 eV.
. . - The fact that the phases do not agree might be understood
rium distance ,=2.666 A, taken from Ref. 44. Note that for . . S

N G ol from the fact that the semiclassical approximation breaks
simplicity we have chosen the vibrational poten¥é™ not down at the classical turning points where the de Broglie
to depend on the charge state of the molecule. The couplin gp 9

between the two charge states is the same as in the 2 avelength of the molecule becomes infinite. Furthermore,

model, depending only on the distance of the center of mass the adiabatic calculation one peak of the ckeiberg os-

of the molecule from the surface£x). In total, our model Clllations is missing at approximately 4 eV. We have tried to

potential corresponds to the interaction of themolecule analyz_e the reasons for this missing peak. This peak reap-
with a flat, structureless vibrating surface. pears if we change the potential parameters somewhat, but

we have not found any obvious explanation why the con-
structive interference is destroyed at this energy for this par-
ticular potential.

In this section we first focus on the one-dimensional  The diabatic calculations, on the other hand, show much
two-state calculations. We will compare exact quantum mesmaller amplitudes. This is somewhat surprising, since the
chanical results with semiclassical results obtained in the difewest-switches algorithm is actually known to show too
abatic as well as in the adiabatic representation. We will themuch coherence for certain potentigdee Refs. 24 and 29
further include the surface oscillator and the molecular rotain principle the adiabatic and diabatic pictures should lead to
tional and vibrational degrees of freedom and compare théhe same results when performing quantum mechanical
semiclassical calculations with the experiment. simulations. But in mixed quantum classical approaches
there are some differences between the two. As Tully already
showed® the adiabatic picture is more accurate in a curve-

In Fig. 2 we have plotted the ionization probability as acrossing situation because it results in a more correct barrier
function of the incident kinetic energy. The thick solid line on the lower potential due to the avoided crossing. However,
corresponds to the quantum mechanical results which werthis situation does not apply to our stimulations where we
obtained using a coupled-channel metfibdror the semi-  only consider energies that are much larger than the potential
classical simulations within the adiabafidashed lineand energy at the curve crossing.
diabatic representatiorithin solid line 1000 trajectories Hence the semiclassical calculations within the adiabatic
were used. This leads to a statistical uncertainty of approxiand diabatic representation should give the same results. As
mately 3%. In addition, we have included results accordingar as the accuracy of our numerical integration scheme is
to the Landau—Zener approximatfdfi® (dashed—dotted concerned, the results are well converged for the adiabatic as
line). well as for the diabatic representation, as we have carefully

The quantum and semiclassical methods give a oscillachecked. Therefore, we trace back the discrepancy between
tory behavior of the ionization probability around nearly thethe semiclassical results in the adiabatic and diabatic repre-
same mean value which is approximately given by thesentation to our particular choice for the coupliig,. Due
Landau—Zener results. The scattered molecule can becone its extended nature it allows switches over a larger region.

where the molecular potentiat™! is chosen as a Morse
potential

IV. RESULTS AND DISCUSSION

A. One-dimensional two-state results
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In the adiabatic representation the probability for a state 8.0 y T y T y T
switch depends on the magnitude of the nonadiabatic cou- o 70 L "-‘ - diabafic i
pling vector[see Eq(8)]. Although the diabatic coupling,, g- Y adiabatic
is extended, the nonadiabatic coupling vector is still strongly 5. 60 | o 1
localized in the region of the curve crossitege Fig. 1 In S50t "7“4'0‘.:‘&\\-;“ n ]
the Landau—Zener approximation the transition probability is 2 w e, A
determined only at the curve-crossing points. Thus, the fact g 40 r Y/
that the Landau—Zener expression agrees so nicely with the g 30} .
mean quantum and semiclassical results indicates that the g 20 | /\,/\/\/\f\/\/\/\/\
transition probabilities are indeed dominated by the curve- o
crossing points. <10} .
On the other hand, in the diabatic representation the 0.0 X , X , ) , )
jumps between the different states occur over an extended 2.0 4.0 6.0 8.0 10.0
region along the trajectories. This is demonstrated in Fig. 3, Kinetic energy (eV)

where we have plotted the'average numbe'j of SWItChe_S b_%lG. 3. The average number of switches between the two potential energy
tween the two states per trajectory as a function of the kinetigyrtaces per trajectory as a function of the kinetic energy for the diabatic
energy. In the diabatic regime four to seven switches occurepresentatioridashed—dotted lineand the adiabatic representati¢solid

on the average in the calculated energy range while in th#e-
adiabatic representation only a little bit less than two
switches happen. Note that a jump in the diabatic picture

close to the curve-crossing point corresponds to no jump in In Rfef.h 29 we hac:] also .Spi]cu??d tha:j the stoclfw?stlc
the adiabatic one, and vice versa. nature of the energy change in the different degrees of free-

The number of switches does not necessarily have to bgom upon a switch is not correctly reproduced in the semi-

the same in both representations, but apparently the irlc_Ias;su:aI scheme. In this scheme the component of the veloc-

creased number of switches in the diabatic representatioW along the nonadiabatic coupling vector is adjusiethe

leads to a faster decoherence and hence to less amplitudeqﬁtﬁnt'_al ene_rr?])_/ O_f t_he two st?t(;s IS d|fferent| at_ the rl}ocag(_)n
the oscillations. We are not aware of any tests of the fewesg t_ € jump. This IS u;)genera the case employing t € adia- |
switches algorithif31-33that have used delocalized, expo- atic representation because curve crossings are in general

nentially increasing diabatic coupling. Hence, the question oﬁvo'ded in the approach. In our case including the surface

coherence as a function of the number of switches has n&scillator, the nonadiabatic coupling vector has equal com-

been addressed yet. However, a similar artificial decoherené%Onents both in the molecular center of mass as well as in the

phenomenon has been observed in the fewest-switches alg%grface oscillator coordinate due to our specific choice of the

rithm if nonadiabatic transitions can occur for arbitrarily coupling[Eq. (13)]. , . .
long times® As far as the calculations presented here are In order to test whether this adjustment exhibits the cor-

concerned, it is at least comforting that the diabatic simulal®°t limiting behavior, we have increased the mass of the

tions approximately reproduce the mean ionization probabil_surface oscillator significantly. In the limit of infinite surface
ity although they do not preserve the coherence oscillator mass, the 2D results should merge with the 1D

results because in this limit the oscillator acts as a hard wall.
However, for large surface oscillator masses we obtained
B. 2D model ionization probabilities that were much smaller than the 1D
results. For our choice of the coupling between the two
In order to perform more realistic simulations, we havecharge states, both the velocity of the molecule as well as the
also taken into account one surface oscillator coordinate angelocity of the surface oscillator have to be adjusted by the
the molecular vibration and rotation. For such a 2D problemsgme amount in the case of a switch, but in the limit of
quantum calculations are still possible. We have just recentljhfinite mass the surface oscillator is basically at rest. Con-
compared quantum calculations for this 2D scenario withsequently, there is no energy available to perform the adjust-
semiclassical results within the adiabatic representation. ment if the jump is to the upper potential energy surface, and
There we found that in fact the semiclassical Ca'CU'atiothe switch has to be rejected_ This results in an incorrecﬂy
showed toanuchcoherence compared to the exact quantumow transition probability. The 1D results could in fact be
results, a fact that has already been observed for otheeproduced by adjusting the center of mass velocity of the

potentials’” If the zero-point vibrations of the surface oscil- molecule-surface oscillator system instead of both velocity
lator are not considered in the initial conditions, then thecomponents individually.

amplitude of the oscillations is almost as strong as inthe 1D Hence there is some inconsistency in the definition of
calculations, while in the 2D quantum calculations thec&tu the energy adjustment upon a state switch. This point cer-
elberg oscillations are almost entirely suppressed. Takingainly deserves further attention.

into account the zero-point vibrations reduces the oscilla-

tions, but not completely. However, since in high-
dimensional calculations usually the coherence is strongl
suppressed, this issue might not be relevant as long as the Finally we present our results obtained for the three- and
average transition probability is correctly reproduced. four-dimensional model system in the adiabatic picture.

)?. 4D model
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FIG. 4. Theoretical results of the ionization probabilitylgfdiamond as a
function of the incident kinetic energy of the molecule. Solid line, 3D cal
culations including surface oscillator and the molecular rotation; dashe
dotted line, 4D calculations taking additionally the molecular vibrations into
account. The experimental results from Ref. (B81g-dashed lineand the

1D Landau-Zener resulishort-dashed lineare plotted as a guide to the
eye.

|- FIG. 5. Dissociation probability as a function of the kinetic energy ofithe
g-molecules impinging on a diamond surface. The dashed line correspond to
4D calculations just considering neutral dissociated molecules while for the
solid lines also ionized molecules are taken into account. The diamonds
show the experimental resultRef. 47). The experimental data are pub-
lished with the kind permission of Kolodney and Amirav.

Again for each energy 1000 trajectories were calculated. In  Of course we have to admit that this proposition is based
addition to the semiclassical results we have plotted in Fig. ©n a model interaction potential. Hence we cannot rule out
the experimental results of the ionization probability inother possible mechanisms. We have not tried to achieve
| ,/diamond scattering measured by Danon and Amifras a  quantitative agreement with the experiment, either. Since our
function of the incident kinetic energy. They found an in- simulations are still performed within a limited geometry,
crease in the ionization probability with the energy and athere must still be room for the influence of other degrees of
maximum yield of around 1% at 10 eV. No positively freedom in a more realistic simulation. However, our calcu-
charged ions were measured and the relative intensity of Ilations reproduce the observed qualitative dependence of the
was under 3%. ionization probability inl,/diamond scattering rather well

Our averaged 1D results that are close to the Landau-and provide a physically reasonable explanation for this de-
Zener calculations so far have not shown any increasegendence. In fact, the inclusion of the surface corrugation
Rather there was even a slight decrease. Already the incland azimuthal anisotropy would further improve the agree-
sion of the surface oscillator leads to a light suppression ofnent with experiment since they lead to a further reduction
the calculated ionization probability at low kinetic of the ionization probability due to additional energy transfer
energies® As Fig. 4 shows, by taking into account more processes.
degrees of freedom, namely the molecular rotation and vi- It is also obvious from Fig. 4 that the Stkelberg oscil-
bration, a further much more dramatic suppression is oblations are almost completely washed out in the higher-
tained, in particular at low kinetic energies. The rotationaldimensional simulations. The multidimensionality of the
and vibrational degrees of freedom are not explicitly consid-charge transfer process leads to the loss of coherence. The
ered in the coupliny/;, between the two charge states. Con-still remaining oscillations are due to the statistical uncer-
sequently, it cannot be the electronic coupling directly buttainty of =0.03 in the summation over the trajectories.
only an indirect effect that causes this reduction. In Fig. 4 we have only plotted thenolecularionization

The reason for the suppression can be explained by probability, i.e., the fraction of ionized molecules after the
simple energy argument. The inclusion of more degrees afcattering event. In our calculations we also obtained a sig-
freedom in the scattering simulation causes an efficient emificant fraction of ionized dissociated molecules. However,
ergy transfer to these modes during the impulsive encountein most of the combined ionizatioand dissociation events
In our simulations up to several eV are transferred to theone of the atoms remains trapped at the surface. Further-
surface oscillator and the molecular rotations and vibrationsmore, in our simplified model potential we cannot determine
This energy is then missing for the transition over the ion-which of the two atoms is ionized. Due to this uncertainty in
ization threshold of 3 eV. Thus we propose that it is not thethe interpretation of this scattering channel we have not in-
electronic couplinger sethat leads to the observed trend in cluded it in the results of Fig. 4.
the kinetic energy dependence of the ionization probability.  We have furthermore determined the dissociation prob-
It is rather the energy transfer to other degrees of freedomability in |,/diamond scattering. In Fig. 5 we have first plot-
which causes the suppression of the ionization probability ined the dissociation probability of molecules that remain neu-
particular for energies close to the ionization threshold. Thigral. In this context it makes sense to include the ionized
explanation actually demonstrates the importance of highdissociated molecules because these molecules are also miss-
dimensional simulations because it could not have beeing from the fraction of nondissociatively scattered mol-
found in a one-dimensional model. ecules. Hence we have additionally plotted th&al disso-
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ciation probability. Experimentally the dissociation our model calculations the dependence of the ionization
probability in1,/diamond was measured by KolodrfEywe  probability on the kinetic energy is not determined by the
see a good agreement between theory and experiment. Videctronic couplinger se but by the energy transfer to other
have to emphasize that we did not adjust our potential at allegrees of freedom during the scattering process. This sup-
in order to reproduce the experimental dissociation probabilpresses the ionization probability because less molecules
ity. have sufficient energy to overcome the ionization threshold,
Our calculations actually confirm the centrifugal mecha-in particular at energies close to this threshold.
nism for molecular dissociation proposed by Gerber and The description of thé,/diamond scattering within our
Elber®84° Molecules that hit the surface in an upright con- model parameters corresponds to the diabatic limit, i.e., most
figuration which at first glance should be most favorable formolecules do not change their charge state during the scat-
an efficient vibrational excitation hardly dissociate. Insteadtering process. Thus the large dissociation probability is not
dissociation occurs after efficient rotational excitation of thedue to the existence of transient negative ions. It can rather
molecule in the scattering. If the rotational torque is largebe explained by the centrifugal model. There is a very effi-
enough, the centrifugal force then causes the molecule toient rotational excitation in thé,/diamond scattering, and
break apart. the strong centrifugal forces lead to the dissociation of a
Some time ago the existence of temporary negative ionsignificant fraction of the scattered molecules.

in molecule-surface scattering has been proposed to be an In our comparison between the exact quantum results
efficient channel for the excitation of molecular and the semiclassical calculations using the fewest switches
vibration®%®In the temporary negative ion state the molecu-algorithm we have identified some problems that are con-
lar bond is weakened, i.e., elongated, and the transition beerned with the quantum coherence and the energy adjust-
tween two molecular charge states with different interatomianent upon a state switch. These problems deserve further
potentials leads to the excitation of molecular vibrations andattention. However, especially for higher-dimensional sys-
also molecular dissociation. However, our scattering scetems the quantum coherence is often washed out anyway. If
nario corresponds to the diabatic limit, i.e., most scatteredurthermore the total energy is much larger than the potential
molecules stay on the diabatic potential energy surface duenergy at the curve crossings, as it is the case in our simu-
ing the scattering event. Hence the transient negative iofations, then the energy adjustment upon a state switch does
mechanism cannot account for the large dissociation probrot represent a severe problem. Our calculations demonstrate
ability, and it is also not necessary in our model, since thehat under these circumstances semiclassical calculations can
impulsive centrifugal mechanism is already sufficient. Butbe a powerful tool for the simulation of charge-transfer pro-
again we have to emphasize that we cannot rule out angesses in molecule-surface scattering. Unfortunately a reli-
other mechanism like the charge transfer mechanism as loraple and efficient scheme for the determination of interaction
as there are no reliable calculated interaction parameters f@otentials and coupling matrix elements for electronically

the I ,/diamond system. excited states at surfaces is still missing. Once they become
available, a realistic description of reactions with electronic
V. CONCLUSION transitions at surfaces should be possible.

We have determined the ionization probability in
I ,/diamond scattering by a semiclassical surface hoppin%
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