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Ionic compounds that are often used as electrode materials in Li-based rechargeable batteries can
exhibit polar surfaces which are generally accepted to exhibit rather large surface energies. We derive
an analytical estimate for the surface energy of such polar surfaces assuming charge redistribution
as polarity compensating mechanism. The polar contribution to the converged surface energy is
found to be proportional to the bandgap times the surface charge necessary to compensate for the
depolarization field and some higher order correction terms that depend on the specific surface.
Other features such as convergence behavior coincide with published results. General conclusions
are drawn on how to perform polar surface energy calculations in slab configuration and upper
boundaries of “purely” polar surface energies are estimated. Furthermore we compare these findings
with results obtained in a DFT study of Li2FeSiO4 surfaces. We show that typical polar features
are observed and provide a decomposition of surface energies into polar and local bond-cutting
contributions for 29 different surfaces. We show that the model is able to explain subtle differences
of GGA and GGA+U surface energy calculations.

Keywords: Computational chemistry, electrochemistry, energy storage, surface structure, ionic compounds

I. INTRODUCTION

Ionic oxide compounds are often used as electrode ma-
terials in Li-based rechargeable batteries [1]. In many
ionic materials, stable crystal and surface structures and
equilibrium crystal shapes can be well understood with
the simple but powerful ionic model [2]. Still, the pecu-
liar convergence properties for the infinite sum of long-
range 1

r Coulomb potentials in fact already indicate that
problems might arise for surface energy calculations, as it
is especially the variability in surface contributions that
lead to conditional convergence properties of Madelung-
like sums and require adequate summation techniques
[3, 4]. Surprisingly, basic features that are predicted
within the ionic model obviously agree well with the ob-
served trends in nature, as for example cohesive energies
of alkali-halides [2].

The ionic model can also be helpful for understanding
surface energy trends in ionic materials. As these of-
ten exhibit close-packed structures with non-directional
bonds, their relaxation behavior at surfaces is rather
small [5], at least for non-polar surfaces. Thus the energy
cost of surface creation is often well represented by just
looking at the differences in electrostatic energy of the
surfaces as cut from the bulk crystal. As far as the clas-
sification of polar and non-polar surfaces is concerned,
often a scheme according to Tasker has been used which,
however, is only applicable to simple e.g. binary and
ternary materials [6]. The original and more general def-
inition was given by Bertaut [7] in 1958. He proofed most
generally that any slab with non-vanishing perpendicular
component of electric dipole calculated within the ionic
model would have infinite surface energy. The macro-
scopic field leads to a constant shift in energy per unit
cell with respect to bulk and hence there is a contribution

to the surface energy that linearly scales with the slab
thickness. It corresponds in value to the energy increase
due to the depolarization field caused by the sudden trun-
cation of the lattice. This is especially puzzling as one
might speculate about the difference of an infinitely thick
slab and an infinitely extended solid. Consequently polar
surfaces are often assumed to be unstable in nature.

Drawbacks of the ionic model are the arbitrary de-
composition of the continuous charge density on sepa-
rate ionic cores [8, 9] which obviously leads to ambiguity
in the definition of polar surfaces. The statement that
any surface with non-vanishing dipole has infinite sur-
face energy does not appeal to physical common sense.
It implies that any surface with the smallest dipole in
the repetitive unit cell, deviating by ε > 0 from the value
0, is classified polar and thus unstable. Yet, some clar-
ification has been achieved recently [10]. Polar surfaces
do indeed exist in nature with surface energies that are
unexpectedly moderate [11–13].

Several mechanisms have been proposed that stabilize
polar surfaces such as vacancies, adatoms, reconstruc-
tion or simply charge redistributions between the sur-
face layers [14–21]. However, we have not yet found a
concise proposal on how to estimate the energy cost of
any of these mechanism in a quick and general manner
prior to expensive first-principles calculation. Such an
estimate seems helpful for understanding the relative ef-
fectiveness of the different possible contributions and for
a pre-screening of possible mechanism before performing
computationally expensive calculations. Having an ap-
proximate expression for the surface energy contribution
due to charge redistribution is particularly important in
order to estimate and understand the surface energies
of ionovalent materials which are of interest as electrode
material in electrochemical energy storage.
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In the first part of this paper, we derive a very sim-
ple extension to the description of polar surfaces and the
electrostatic contribution to the surface energy within
the ionic model that allows for charge redistribution in
the surface region of the material. In fact, basic findings
will turn out to correspond to already published consid-
erations [20, 22], but in contrast to previous works our
results are derived from a minimum energy principle. In
addition, we hope to add further understanding to polar
surface energies also in complex materials as we can de-
rive the formulas without, e.g., presuming lattice geom-
etry or restricting ourselves to binary or ternary materi-
als. This enables us to draw general conclusions on upper
boundaries of polar surface energies, convergence behav-
ior and relevance of convergence. It might also shed light
on estimation of errors e.g. in high-throughput ab-initio
surface energy calculations where detailed convergence
studies are rendered impossible.

In the second part we address ab-initio slab calcula-
tions based on density functional theory (DFT) which
are in general well-suited to reproduce materials proper-
ties [23, 24]. We show that several predictions of our sim-
ple model manifest themselves in the iono-covalent mate-
rial Li2FeSiO4. This material is especially interesting as
possible electrode material of future Li-ion batteries [25–
32]. We use our model to estimate electrostatic contribu-
tions to polar surface energies in this compound. The de-
composition of surface energy in local bond-cutting and
long-range polar contributions provides a general expla-
nation for observed stability trends. The scheme pre-
sented in this work had already been applied by us [33],
but it had not been derived in detail yet. We will re-
port some of previous results to illustrate the power of
this approach in understanding trends observed in elec-
tronic structure calculations. In addition, by using first-
principles electronic structure calculations we specifically
address (001) and (010) surfaces and show that distinct
properties are in very good agreement with the behavior
of polar surfaces predicted by our simple model.

II. THEORY

A. The ionic model

In order to derive the seemingly diverging behaviour of
the electrostatic contribution to the surface energy of po-
lar surfaces, a rather heuristic approach is possible that
takes correctly into account the physical origin of the di-
vergence which is the non-vanishing macroscopic E field
inside a polar slab. When neglecting relaxations, the sur-
face energy is defined by the energetic difference between
a certain slab surrounded by vacuum and the equal slab
embedded in the periodic bulk [34]. In the bulk material
the real local electrostatic fields are of course strongly
varying on the scale of the lattice constant, however, due
to the periodic boundary conditions, two equivalent posi-
tions on the two surfaces of the embedded slab unit cells

need to be on the same potential. This periodic boundary
condition is no longer valid in the slab, and the dominat-
ing difference in the local electric fields between a polar
slab and a respective portion of the bulk material is a
constant electric E field, the depolarization field E (see,
e.g., Fig. 7 a below or Fig. 2 b in Ref. [35]).
E is perpendicular to the surface and is related to the

z component of the polarization Pz of the slab via:

|E(Pz)| = E(Pz) =
1

εε0
· Pz
Ad

=
1

εε0

∑
zi∈V0

σi
zi
dc

=
1

εε0
σ0

(1)
Without loss of generality we choose the z axis perpen-
dicular to the surface, and define d as the thickness of the
slab, A is the area of the surface unit cell and the slab
consists of N unit cells with thickness dc and Volume V0.
The z component of the polarization of the slab is defined
by standard electrostatics [36] and related to the charge
density ρ(r):

Pz =

∫
V

zρ(r) d3r = A ·N ·
∑
zi∈V0

σizi

= Ad ·
∑
zi∈V0

σi
zi
dc

= Ad · σ0 (2)

σi denotes average charges in planes parallel to the sur-
faces, positioned at zi in the slab unit cell. σ0 as defined
in eq. 2 can be viewed as an effective surface charge.

The dominant term for the surface energy of such a
polar slab in a purely ionic compound is the electrostatic
energy of the charge distribution ρ(r) in the depolariza-
tion field due to the sudden truncation of the crystal. It
is in good approximation independent of r [37].

Thus the total electrostatic energy difference per area
Γ due to the surface can be estimated by integration:

Γ(Pz) =

∫ Pz

0

E(P ′z)

A
dP ′z

=
1

2εε0
·

(∑
zi∈V0

σi
zi
dc

)2

· d =
1

2εε0
σ2
0d (3)

This rather heuristic approach gives exactly the result
obtained by Bertaut [7]. Obviously the surface energy
will diverge proportional to d if σ0 6= 0. In reality how-
ever the interplay of various mechanisms will keep Γ fi-
nite, as will be addressed below.

B. The ionic model with possible charge transfer

One major mechanism of polarity compensation is a
charge transfer of δσ from one surface of the slab to the
other which reduces the effective E field inside the slab
to E(Pz, δσ) = 1

εε0
· PzAd −

1
εε0
· δσ = 1

εε0
(σ0 − δσ) and

might correspond to surface metallization. This is equal
to introducing a fictitious plate capacitor with charge
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Figure 1. a) Band energy cost for redistribution of electrons
from anions (valence band) to cations (conduction band). b)
Local density of states bending due to the linear potential
drop inside a polar slab. Charge transfer can only take place
when the potential drop is larger than Eg/e.

±δσ to the picture. The total electrostatic energy E is
obtained by integration of:

dE(Pz, δσ) =

=
1

εε0

[
Pz
Ad
− δσ

]
dPz︸ ︷︷ ︸

slab

− Ad

εε0

[
Pz
Ad
− δσ

]
dδσ︸ ︷︷ ︸

plate capacitor

=
1

εε0

Pz
Ad
· dPz +

Ad

εε0
δσ · dδσ − 1

εε0
· d(Pzδσ) (4)

Then the total energy per area Γ(Pz, δσ) is:

Γ(Pz, δσ) =

∫
dE(Pz, δσ)

A
=

=︸︷︷︸
eq. 2

1

2εε0

(
σ2
0 + δσ2 − 2σ0δσ

)
· d

=
1

2εε0
(σ0 − δσ)

2 · d (5)

Thus Γ equals the energy of a plate capacitor with
reduced effective surface charge σ′ = σ0 − δσ. What has
however been left out of the picture up to now is the
electronic band energy increase due to the redistribution
of δσ. In the bulk ionic crystal, valence and conduction
band (VB and CB, respectively) are separated by the
finite band gap Eg and thus charge redistribution causes
a significant change of the electronic energy (see Fig. 1a).

Taking band filling effects into account, the differential
electronic energy change is:

dEel(δσ) =

[
Eg
e

+

(
A

eDV B
+

A

eDCB

)
δσ

e

]
A · dδσ (6)

where e is the charge of an electron, DVB
A and DCB

A are
the VB and CB density of states (DOS) per surface area,
which is taken to be constant upon band filling. They are
mainly determined by the local DOS (LDOS) of surface
anions (VB) and cations (CB) between which the charge
transfer takes place (see Fig. 1a). If one thinks in a local
charge transfer instead of a band structure picture, one
might regard this effect as introducing chemical hardness
or adding on-site Coulomb repulsion terms for strongly

correlated materials. Effectively, any picture should lead
to a similar expression as this represents a kind of Taylor
expansion of the electronic energy due to charge trans-
fer. The total energy per area including the electronic
contributions reads then:

Γtot(d, σ0, δσ) =
E + Eel
A

=
1

2εε0
(σ0 − δσ)

2 · d+ EG|δσ|+
1

2
Cδσ2 (7)

with EG =
Eg
e and C = A

DVBe2
+ A

DCBe2
. The thermo-

dynamically most stable configuration is the minimum of
eq. 7 with respect to δσ. The average surface energy γs,
which takes both surfaces of the slab areas into account,
and δσ will depend on d. γs is given by

2γs(d, σ0) = Γtot(d, σ0) = min
δσ≥0

{Γtot(d, σ0, δσ)} (8)

Setting the partial derivative of eq. 7 equal to zero for
δσ > 0 gives:

δσ =
dσ0 − εε0EG
d+ Cεε0

(9)

Charge transfer will only take place for slab thicknesses
thicker than d0, where d0 is the thickness that will result
in a potential drop across the slab of EG where the con-
duction band (CB) minimum on the one side of the slab
is aligned with the valence band (VB) maximum on the
other side (see Fig. 1b)):

δσ > 0⇒ d > d0 =
εε0EG
σ0

(10)

Equation 10 can be reorganized:

1

εε0
σ0 · d0︸ ︷︷ ︸

potential across slab

= EG (11)

The slab thickness d in equation 9 can be substituted
with the dimensionless effective thickness d′ according to
d = d0 · d′ with d′ > 0. Then δσ behaves as:

δσ =

{
0 for d′ ≤ 1
EGσ0(d

′−1)
EGd′+Cσ0

for d′ > 1
(12)

The transferred charge δσ converges for large d′ to σ0.
The polar energy term vanishes and the total energy in-
crease converges to the electronic energy increase due to
a charge transfer of σ0:

Γ∞tot(σ0) = lim
d′→∞

Γtot(d
′, σ0) = EGσ0 +

1

2
C · σ2

0 (13)

The potential drop ∆V across the slab will converge
to

∆V∞ = lim
d⇒∞

∆V = lim
d⇒∞

1

εε0
(σ0 − δσ) · d

= Cσ0 + EG (14)
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Figure 2. a) Absolute surface energy convergence of polar
surfaces on a logarithmic thickness scale. b) Relative con-
vergence for different band filling parameters λ on an inverse
thickness scale. Thicknesses are normalized to d0, hence are
dimensionless.

This is in line with the results of Ref. [20]. Cσ0 corre-
sponds to the additional voltage drop due to band filling.
For large thicknesses, CσO ≈ EG−∆V∞ corresponds to
the sum of the positions of the Fermi level with respect
to the band edges on both sides of the slab. The total
energy per area is:

Γtot =


1
2EGσ0d

′ for d′ ≤ 1

1
2EGσ0

((
2+

Cσ0
EG

)
d′−1

d′+
Cσ0
EG

)
for d′ > 1

(15)

Thus the surface energy increases linearly with d′ as
expected from the ionic model up to the point where
charge transfer can take place. For large d′ the total
energy converges. The convergence behavior is plotted
in Fig. 2 a, which is in line with results by Goniakowski
et al. [22].

The relative convergence Γtot(d
′)/Γ∞tot is for d′ > 1

Γtot(d
′)

Γ∞tot
= 1−

λ+ 1
2+λ

d′ + λ
with λ =

Cσ0
EG

(16)

λ is dimensionless and is just a measure for the impor-
tance of band filling. Equation 16 is plotted in Fig. 2b
as a function of 1/d′ = d0/d for several realistic values of
λ, a parameter often neglected [16, 17]. Using the def-
inition of λ, the limiting value of Γ∞tot (Eq. 13) can be
re-expressed as

Γ∞tot(σ0) = EGσ0 (1 + 0.5λ) , (17)

and the convergence behavior can be determined by ex-
panding in orders of 1

d′ :

Γtot(d
′) = Γ∞tot −

1

2
EGσ0

(
1 +

CσO
EG

)2
1

d′
+O

(
1

d′2

)
= Γ∞tot −

εε0E
2
G

2
(1 + λ)

2 1

d
+O

(
1

d2

)
(18)

This is the same result as in Refs. [16, 20], where, how-
ever, the correction term CσO (respectively λ) is lacking.

C. Implications

C, σ0 and ε are the only parameters that depend on the
surface orientation (hkl). Neglecting their influence, an
estimation of the surface energy can be performed solely
with pure bulk parameters using eqs. 13 or 17. Of course,
this just corresponds to one contribution to the total sur-
face energy, namely due to polarity compensation. Still,
general conclusions can be drawn:

1. Polar surfaces have finite surface energies and con-
verge with increasing slab thickness according to
eq. 15, in agreement with previous derivations [20].

2. If band filling effects are assumed to be small, the
converged value of the polar contribution to surface
energy is in the order of 1

2EGσ0. Thus large band
gap materials have energetically more costly polar
surfaces. Furthermore, polar surface energies are
expected to be proportional to σ0, i.e., to the dipole
moment of the slab unit cell divided by its volume.

3. The explicit dependence on EG indicates that a
good representation of Eg is a prerequisite for accu-
rate results in ab-initio calculations of polar surface
energies.

4. Polar ionic surfaces have a macroscopic E-Field in-
side a slab of finite thickness that does not decay.
Therefore it seems wrong at first sight to perform
ab-initio slab calculations with only relaxing atoms
near the surface. Charge compensation, however,
reduces the E-Field as the effective surface charge
decreases with increasing thickness d. For large d,
the layer relaxation in the center of the slab will be-
come smaller (as also discussed, e.g., in Ref. [16]).
Although the critical thickness d0 and the conver-
gence behavior do depend on ε (see eqs. 10 and 18),
the final surface energy does not (eq. 13))! Hence
we expect no difference between converged results
of calculations in which only near-surface atoms are
allowed to relax and those in which all atoms are al-
lowed to relax. In fact, convergence will be quicker
if atoms in the center of the slab are not allowed to
relax (set ε = 1 in eqs. 10 and 18 instead of ε > 1
when allowing ionic response in the center of the
slab).
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5. The static dielectric response ε can be determined
by the convergence behaviour, or comparing the
surface energies of same slabs with and without re-
laxed inner atoms (see section III C). λ might, how-
ever, have an influence as its value can vary from
surface to surface (for example, λ ≈ 1 6= 0 can be
estimated from Fig. 3 in Ref. [16]).

6. Γ∞tot allows to estimate the size of the converged po-
lar surface energy contribution. Within this con-
text it is also possible to define strongly polar and
weakly polar surfaces. Those surfaces with rela-
tively large effective surface charge are rather high
in energy, whereas the influence of polarity on the
total surface energy for those with small effective
surface charge should be not too large. In other
words, small surface charges can be compensated
rather easily. Those polar surfaces should have
rather small energy contributions due to polarity
compensation.

7. From the behavior in Fig. 2 b the necessary thick-
nesses for surface energy convergence can be esti-
mated. For reasonable values of λ ∈ [0, 0.5], γs is
converged better than 90% for thicknesses d > 10
d0. This means, if we are interested in observing
any of the charging/convergence effects, necessarily
the relation d < 10 d0 has to hold. Hence surfaces
with small dipole 6= 0 exhibit converged surface en-
ergies only for very large thicknesses (e.g. 100 Å)!
These surfaces on the other hand will have small ab-
solute polar surface energies, such that the surface
energy will be probably governed by bond cutting
contributions.

D. Rough estimates

With the derived equations it is possible to estimate
how large the influence of polarity compensation on sur-
face energies is.

• Surface energy: Assume for typical non-
conducting materials EG(1 + 0.5λ) ≈ 3 V. Then,
using eqs. 8 and 17, one obtains

γs =
1

2
σ0EG(1 + 0.5λ) / 1.5σ0 ·V (19)

So the surface energy is of the order of σ0 (times
one Volt for the sake of dimension). The prototyp-
ical (0001) ZnO polar surface has a surface charge
of 0.055 e/Å2 (assuming charges equal to oxidation
state). Thus the electrostatic contribution to sur-
face energy can be estimated to be 80 meV/Å2 ≈
1.3 J/m2, whereas the determined surface energy
is 3.4 J/m2 [13, 17]. The contribution to the total
surface energy is only to one third due to the po-
larity (see also the comparison of the ZnO (1010)
and (0001) surfaces in Ref. [12]). This indicates
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Figure 3. Contour plot of the upper bounds of the surface
energy error due to finite slab thickness ∆γs with λ = 0 and
EG = 3 V for ε = 1. Sufficient energy accuracy can be as-
sumed for ∆γs < 1 meV/Å2 corresponding to the area in light
grey.

that indeed polar surfaces are not at all as unstable
as frequently stated and should definitely be taken
into consideration if for example Wulff-shapes are
determined. These values should also be compared
to formation energy of steps or vacancies in order
to find the favorable polarity compensation mech-
anism.

• Convergence behavior: Assume λ = 0 and
EG = 3 V. Then the error in the surface energy
due to the finite thickness d of the slab ∆γs =
γ∞s − γs(d) d > d0 is according to eq. 18 approxi-
mately

∆γs =
1

2
σ0EG

1
2d0

d
=

1

4
εε0E

2
G

1

d
≈ ε

d
· 12.4 meV/Å (20)

∆γs is essentially independent of σ0 (see Fig. 3,
where ∆γs is plotted as a function of σ0 and d).
Typical surface energies are between 20 and 100
meV/Å2. Hence reasonable convergence should be
obtained for slabs of 15 Å thickness with no relax-
ation of central atoms (ε = 1). The independence
on σ0 and the absolute size indicates that indeed
accurate surface energies might be obtained with-
out performing detailed convergence studies with
extrapolations to infinite thickness, when central
atoms are not relaxed. As an example, we found
ε ≈ 2 (see section III C), which seems reasonable
as the main part of the dielectric screening is due
to electronic polarization, which is also present for
fixed atom coordinates, and not due to geometric
relaxation.
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Figure 4. 2x2x2 supercell of bulk Pmn21 Li2FeSiO4. Colors
(as in the rest of the paper): Li: green, Fe: brown, Si: blue,
O: red

III. APPLICATION TO SURFACES OF PMN21

LI2FESIO4

Our original motivation of deriving a simple but rather
general energy expression for the energy cost of polarity
compensation by charge redistribution in polar surfaces
was to understand observed trends in the calculated sur-
face energies of Pmn21 Li2FeSiO4 whose bulk structure
is illustrated in Fig. 4. This material is interesting for fu-
ture insertion electrodes in rechargeable Li ion batteries.
As the bulk unit cell has no center of inversion, there are
many possible polar terminations.

First we present results that show that indeed also
a complex material such as Li2FeSiO4 that consists of
mainly ionic (Li-O, Fe-O) but also of mainly covalent
bonds (Si-O) exhibits polar slab behavior that can be
understood within the ionic model as explained above.
Afterwards we discuss and explain the subtle differences
in surface energies obtained by density functional the-
ory (DFT) calculations using the generalized gradient ap-
proximation (GGA) for the description of the exchange-
correlation effects and the so-called GGA+U exchange
correlation functionals and test the predictions of our
theoretical work.

A. Method

The presented results are obtained by DFT cal-
culations using the periodic electronic structure code
VASP [38, 39] with the GGA exchange-correlation
functional according to Perdew, Burke and Ernzerhof
(PBE) [40] and its GGA+U extension in the rotationally
invariant form [41]. The effective U parameter in the +U
correction scheme for the Fe 3d states was set to 4 eV,
consistent with previous studies [42–44]. Dipole correc-
tions have been applied in order to take account of the
macroscopic dipole field arising from the polar nature of
the surfaces. The obtained accuracy for total energies is
about 2.5 meV/atom which results in final surface energy
errors of approximately 2-3 %. A detailed description of
the technical parameters, procedures and material prop-

erties is given in Ref. [33]. Whereas extraction voltages
are found to depend strongly on the exchange correlation
functional,x as expected [42, 45], the geometric proper-
ties of bulk and relaxed surface structures do not. In
fact, we find small differences in surface energies for sev-
eral stoichiometric terminations, consequently the influ-
ence of the particular choice of the exchange-correlation
functional on the minimum energy crystal shape (Wulff
shape) is negligible [33]. Apart from non-polar (010)
and (110) terminations, the equilibrium shape of Pmn21
Li2FeSiO4 also exhibits polar (001) surface terminations
which will be discussed in more detail here.

B. Bulk properties

The bulk density of states (DOS) obtained in GGA
and GGA+U calculations of Li2FeSiO4 is shown in Fig. 5
a. There are in fact local Fe d-states in the gap which
pin the Fermi energy and result in a GGA value of Eg1
of just 0.3 eV in agreement with Ref. [46]. These are
minority spin states which are the last to be filled as
expected from Hund’s rules for Fe2+ with the configu-
ration 3d6 = | ↑↓ | ↑ | ↑ | ↑ | ↑ |. For delithiated
LiFeSiO4 (Fig. 5 b), Fe has an oxidation state of 3+
and indeed we observe that the minority spin states are
emptied (note the shifted x-axis in Fig. 5 a and b). It
is important to note that we find accordingly maximum
integer magnetizations. In the case of the GGA+U ap-
proach we find the gap Eg1 between filled majority and
minority spins (see Fig. 5) slightly different from other
publications [46, 47]. The computed DOS in Fig. 5 a and
b shows that the delithiation is connected with a change
of the oxidation state of the transition metal, hence in
this case an emptying of the minority Fe d-levels, which
become the conduction band states.

The authors of Ref. [46] find the same DOS for
LiFeSiO4, but a bandgap reduction upon delithiation; we,
on the other hand, find an increase (when we take Eg2 as
the bandgap). This might be due to a different technical
setup used in our calculations, for example a higher cut-
off energy in the plane wave expansion [33]. For charge
redistributions only the sum Eg1 +Eg2 is relevant, which
is in agreement with previous works. Increasing Ueff in
the GGA+U scheme increases both values Eg1 and Eg2,
as illustrated in Figs. 5a and 6. Furthermore, for GGA
(Ueff = 0) Fe 3d derived majority spin bands are sepa-
rated by a finite energy from the O 2p derived ones. For
increasing Ueff , however, we observe a closing of this gap
and an increased mixing of Fe 3d majority states with the
O 2p bands. In addition, the Fe 3d majority states are
shifted to lower energies: Whereas for Ueff = 2 eV the
main hybridization of Fe-d–O-p is still near the top of the
VB, it shifts strongly to the bottom part for Ueff = 4 eV.
This behavior is in line with the understanding of increas-
ing U within band structure models for transition metal
(TM) compound [48–50]. In fact, they describe for ex-
ample a transition from Mott-Hubbard to charge-transfer
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Figure 5. a) Plot of the bulk Li2FeSiO4 GGA (upper),
GGA+U DOS for Ueff = 2 eV (middle) and Ueff = 4 eV
(lower). The projections of the total DOS on Fe 3d, Si, O
and Li states is drawn in different colors. b) GGA+U DOS
for Ueff = 4 of half delithiated LiFeSiO4. We set EF to the
top of the valence band as in many other publications.

insulator with increasing U and predict a linear depen-
dence of Eg only in the Mott-Hubbard range, where the
band gap is of d-d type. In this way we can understand
the dependence of Eg1 + Eg2 on Ueff where the major-
ity spin d-levels move from initially above the O-2p band
towards the lower part of the O-2p band, where we ob-
serve a deviation from the linear behaviour of Eg1 +Eg2
as soon as Fe-3d and O-2p mix (at approximately 2 eV,
see Figs. 5a and 6). The delithiated structure can unam-
biguously be classified as a charge transfer insulator, as
Fe levels shift strongly to the lower end of the VB, which
has strong O character at the VB maximum (see Fig. 5
b).

In any case, independent of the exchange correlation

Ueff (eV)

E g
ap

 (e
V)

Eg1+Eg2
Eg1
Eg2

5

4

3

2

1

0
0 1 2 3 4 5 6

Figure 6. Band gap of bulk Li2FeSiO4 according to GGA+U
calculations as a function of Ueff for the Fe 3d states.

functional, this as well as previous studies agree in the
fact that Fe 3d minority levels of Li2Fe SiO4 lie above or
at the top end of the O 2p derived band, which makes
it in principle a Mott-Hubbard insulator (d-d bandgap).
Hence a hole on oxygen, respectively an oxygen with
reduced charge, is always less favorable than a hole in
the topmost Fe d levels, i.e., an oxidized Fe3+. Hence
we can understand what the lowest energy charge com-
pensation mechanism in polar surfaces looks like for this
material: Fe atoms with different charge state on differ-
ent sides of the polar slab. It should be mentioned that
this is indeed different from normal insulators, as charge
redistribution is not connected with surface metalliza-
tion here, due to the local nature of Fe d states. The
cost of redistributing one electron between two Fe2+ (the
chemical hardness) which might be formally described as
2 · Fe2+ → Fe3+ + Fe1+ does not depend specifically on
the position of highest Fe-d state but obviously corre-
sponds to Eg1 + Eg2. This should hence be the relevant
“bandgap” when we apply our estimate for polar energies
in this material.

C. The polar (001) surface

In Ref. [33], we report on surface energy calculations
of stoichiometric surfaces of Pmn21 Li2FeSiO4. Indeed,
typical polar behavior could be observed for several polar
surfaces. As an example we will analyze the most stable
stoichiometric (001) polar termination here. The geom-
etry is depicted in Fig. 7c. The strong covalent bonds
between Si and oxygen makes this termination indeed
more stable than the less corrugated one, with the left-
most oxygen situated at its periodic image in surface 2.
It resembles in geometry the widely studied (0001) ter-
mination of ZnO. The depicted termination is also polar,
however, with a potential drop in the opposite direction.

The electronic and geometric properties of the the po-
lar Pmn21 Li2FeSiO4 (001) slab shown in Fig. 7 were
obtained using the GGA+U approach with Ueff = 4 eV.
The ionic model suggests a positive dipole moment corre-
sponding to a surface charge of 0.004 e/Å2, which should
be compensated by a charge transfer from surface 1 to
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Figure 7. Properties of the prototypical polar Pmn21
Li2FeSiO4 (001) slab obtained within GGA+U. a) Electro-
static potential inside the slab. b) LDOS of the different
layers. c) Geometry of the slab. d) Relaxation of atoms in
the different layers (Li: green, Fe: brown, Si: blue, O: red).
Plots are aligned horizontally according to the layers.

surface 2. As a matter of fact we observe such a behavior:

• The electrostatic one-electron potential is plotted
in Fig. 7a (dotted line). The potential is averaged
over planes perpendicular to the z axis, which is
chosen perpendicular to the slab. The nearly linear
drop in potential inside the slab can be seen in the
blue full line corresponding to the average over a
thickness of one layer.

• This is consistent with the obtained DOS that is
drawn layer by layer in Fig. 7b on a logarithmic
scale. Apart from the surface regions we observe a
similar DOS as for bulk that shifts linearly accord-
ing to the potential drop (compare this to Figs. 1b
and 5). In the surface regions, especially near sur-
face 1, we observe, however, significant deviation
from the bulk DOS, which we relate to the sensi-
tivity of the localized d levels on charge state and
environment. The total potential drop across the
slab is 3.5 V. As explained above the relevant bulk
bandgap is Eg1 + Eg2 for which we obtain a value
of 3.4 eV (see table I). Using eq. 10 with the charge
density σ0 derived from the formal oxidation state
of the surface atoms, a thickness d0 = 4.5 Å re-
sults. Recall that this is the thickness at which
the potential drop across the slab corresponds to
the nominal band gap. This indicates that charge
transfer and convergence should be achieved for the
≈ 20 Å thick slab, such that the limiting potential
drop is given basically by the bandgap, as observed.

• Indeed, we also find the anticipated charge trans-
fer between the two surfaces in this slab: Fe atoms
near surface 1 are oxidized (charge reduction, in-
creased magnetic moment), Fe atoms near surface
2 reduced (charge increase, decreased magnetic mo-
ment) (see table II).

• Furthermore, the observed potential drop inside the
slab, which is connected to the depolarization field
inside the slab, leads to a dielectric response of
the ions, a relaxation also in the center of the slab
that counteracts the perturbation, as Fig. 7d illus-
trates. As the material, however, consists not only
of two oppositely charged sub-lattices the response
is slightly more complex. We have already analyzed
the relaxation in our previous paper [33], conclud-
ing that the SiO4 tetrahedra are very rigid due to
the strong and directional covalent bonds and relax
rather as a single united building block of the ma-
terial. Accordingly, also here, Si and O sub-lattices

Table I. Eg1 and Eg2 for GGA and GGA+U with Ueff = 4
eV.

GGA GGA+U
Eg1 =1.26 eV Eg2 = 0.31 eV Eg1 = 2.13 eV Eg2 = 1.26 eV
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Figure 8. Electrostatic potential in the (001) polar slab
(GGA+U) with relaxation of all atoms of the slab (thin full
line) and with relaxation of only near-surface atoms (dashed
line).

do not move independently from each other, but in-
stead a concerted movement of SiO4−

4 subunits to
the right and a corresponding movement of Fe2+ to
the left can be observed (see Fig. 7d).

We checked whether our understanding of the dielec-
tric response of the central atoms is correct by performing
calculations, where only near-surface atoms were relaxed
(up to 5 Å below the surface, i.e., layer 1 including the
leftmost O and layers 7, 8). In Fig. 8 we have drawn
the average one electron potentials inside the slab for the
(001) slab for the two cases: in one case allowing all atoms
to relax and in the other case only relaxing near-surface
atoms. Obviously the former case allows for additional
dielectric screening by ionic relaxation and reduces the
total potential drop as well as the field inside the slab. In
principle the depolarization field that is felt in the center
of the slab is similar to an external field. Hence we could
estimate the contribution of ionic relaxation to the dielec-
tric constant εion (ω = 0, q = (00 1

∞ )) ≈ 0.14463
0.06873 ≈ 2.1).

We recognize that we neglect here the change in the field
due to electronic redistribution in the surface region.

Nevertheless, the example shows that indeed certain
typical properties of polar surfaces can be observed for
this material and correlated to the ionic model as derived
in the first part. Hence, when it comes to understanding
the stability of stoichiometric surfaces it is appropriate
to take polar contributions into account.

Table II. Local magnetic moments and charges on the Fe
atoms as obtained from the projection of the charge density
on Fe orbitals. Values are normalized to bulk, where we know
the exact magnetization of 4 µb, which is related to 6 localized
3d electrons. Note the charge transfer as expected from the
potential drop.

layer 1 2 3 4 5 6 7 8
Fe magnetization 4.54 4.92 4.01 4.00 4.00 3.99 3.99 2.53
electrons on Fe 5.38 5.01 5.96 5.99 5.99 6.01 5.98 7.68
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Figure 9. Bader charge σBader
0 vs oxidation state charge σox

0

for several possible surfaces in Li2FeSiO4. The line represents
a linear fit which gives a slope of 0.75.

D. Surface energies of Li2FeSiO4 surfaces

In order to pre-screen the low energy terminations of
Li2FeSiO4, we constructed a simple model expression for
surface energies in order to estimate the surface energy
prior to DFT calculations [33]. We assumed that the
surface energy can be approximated by the sum of lo-
cal bond cutting contributions and a term due to charge
redistribution in the case of polar slabs, as derived above:

γs(λ) =

∑
(i,j)Ei,j · ni,j(λ)

2A(λ)
+K · σ0(λ) (21)

where Ei,j is the energy necessary for creation of an
under-coordinated surface atom of type i and coordina-
tion j, ni,j(λ) the number of these atoms for the slab with
surface λ and A(λ) the surface area. The polar surface
energy contribution is estimated by K · σ0(λ), where we
neglect the band-filling term. For Li2FeSiO4, the band
picture is problematic as this material rather shows a re-
distribution of charges among localized Fe d-states. How-
ever, as stated in the discussion of eq. 6, also a Taylor
expansion of the electronic energy due to charge redis-
tribution would lead to a term with the same functional
form. For calculation of the effective surface charge den-
sity σ0(λ) we assumed formal oxidation state charges at
the ion positions. A Bader charge analysis obtained from
GGA bulk charge density resulted in local ionic charges
as given in Tab. III.

The correlation between surface charge densities for
several unreconstructed, stoichiometric polar slabs de-

Table III. Ionic charges in Li2FeSiO4 as determined by a
Bader charge analysis.

element Li Fe Si O
qox/e 1 2 4 -2

qBader/e 0.85 1.27 3.11 -1.52

qBader/qox 0.85 0.64 0.78 0.76
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rived from formal oxidation state charges (σox
0 ) and from

a Bader charge analysis (σBader
0 ) is plotted in Fig. 9.

There is a good linear relationship between both ap-
proaches, where σBader

0 ≈ 0.75σox
0 . Due to the simplicity

of the oxidation state approach and the fact that indeed
no ab-initio charge density needs to be known, σox

0 shall
from now be simply referred to as σ0. This further avoids
any discussion about the appropriate approach to project
the electronic charge density onto single atoms [8, 51].

Equation 21 was fitted to surface energies of 29 surfaces
of Li2Fe SiO4, calculated within GGA. The obtained fit-
ted parameters are given in table IV, which are discussed
in detail in Ref. [33].

From the fit we obtain 0.383 V for the value of K.
Considering that the real surface charge is ∼ 0.75σ0,
this corresponds to a theoretical value (assuming C =
0, see eq. 19) of Eg = e · EG = 2e

0.75K = 1.0 eV. The
bulk GGA density of states of Li2Fe SiO4 suggests 1.6
eV (see Fig. 6). Hence the order of magnitude is in
good agreement with the fitted value of K. We have
checked the quality of the fit using different electrostatic
energy expressions K · σn0 (λ), n ∈ N. Indeed we find the
least residue for n = 1, and we find the fit error to be
30% smaller when including the polar charge compensa-
tion term “K · σ0” as compared to fitting solely with a
bond-cutting expression. The root mean squared error
(RMSE) of our model is 9%.

We are aware that indeed the highly correlated d states
in this material questions the validity of some assump-
tions in the above derivation as, e.g., filling of fixed single
particle states can not account for correlations in total
energy or significant changes in the Hartree energy term.
Nonetheless, the good quality of our parameterization in-
dicates that the fitted value for K, which is more related
to a Taylor expansion of the energy due to charge redis-
tribution, does not necessarily have to correspond exactly
to the bandgap as determined from the bulk Kohn-Sham
energy eigenvalues.

A fit of eq. 21 allows to decompose the surface energy
into bond cutting and electrostatic contributions in polar
surfaces. A note of caution here: ni,j and σ0 were deter-
mined from bulk properties since the derived equations
are only valid for periodic systems, as is the derivation of
Bertaut [7]. Therefore any relaxation related effects are
included effectively in the fit parameters. The results are
plotted in Fig. 10 together with the determined DFT val-
ues. The electrostatic energy contribution due to charge

Table IV. Ei,j and K, as obtained from fitting eq. 21 to the
29 GGA surface energy values.

coordination
Ei,j (eV) 1 2 3

Si 12.193 3.150 2.676
element Fe 1.835 0.712

Li 2.361 1.147 0.398
K (V) 0.3831

redistribution for polarity compensation (red) does not
play a major role. The main contribution is indeed due
to bond cutting. The aforementioned considerations on
ZnO as well as these findings indicate that materials with
mixed iono-covalent bonds seem to be mainly driven by
local bond cutting and not polarity (see Fig. 10), a find-
ing that seems not to have been stated clearly up to now
in the literature.

One might e.g. wonder if relaxation is driven by polar-
ity. The total dipole, however, has not been found to re-
duce consistently upon relaxation, which corresponds to
the fact that polarity cannot be entirely removed by sur-
face relaxation. Obviously, surface relaxation is mainly
driven by rebonding.

We are aware that GGA fails to properly describe the
localized d states of TM oxides. However, when it comes
to the relative stability of surfaces we observe that GGA
and GGA+U are not too far apart; Wulff shapes, e.g.,
were found to be rather similar (see Ref. [33]). As seen in
section III B, the main differences between the GGA and
GGA+U DOS are basically the opening of the gap and
the hybridization of O-p–Fe-d states. Of course, both
will influence the surface energy: Hybridization is con-
nected to changed Fe-O bond energies, the increased d-d
gap affects charge redistribution energies. Hence it is not
trivial to completely understand the differences of GGA
and GGA+U calculations. We have identified one pair of
surface terminations that shall be analyzed in the follow-
ing which illustrates the applicability and correctness of
the derived “polar energy” term as well as our approach
to decompose the total surface energy into bond-cutting
and polar contributions. In fact, we will take advan-
tage of the tunability of Eg by changing Ueff within the
GGA+U approach in order to specifically analyze the
influence of the bandgap on the surface energy.

E. The non-polar and the polar (010) termination

The two (010) terminations under study are drawn in
Fig. 11. The non-polar one corresponds to the most sta-
ble stoichiometric surface we have found for this material.
Slabs are symmetric and only Li-O bonds are broken. It
is, however, possible to construct an asymmetric slab by
shuffling one Li atom per surface unit cell from one sur-
face to the other at its periodic image position. The
obtained slab is polar with a strong dipole across the
slab. These two surfaces are termed (010) and (010)*
in Figs. 10 and 11. In addition, the coordination of the
shuffled Li atom is different for the two terminations:
whereas it is doubly coordinated in the non-polar slab it
is only singly coordinated in the polar slab. Hence the
surface energy is much larger for the polar termination
(see table V).

What makes this pair of terminations special is the fact
that we are able to separate bond-breaking from charge-
transfer effects in the surface energy and compare it to
our theory. As only Li-O bond breakings are involved in
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Figure 10. Surface energies of 29 surfaces of Pmn21 Li2FeSiO4. The fitted model allows for a decomposition of polar (cost of
charge compensation to remove polarity) and bond cutting contributions. Obviously electrostatics plays a minor contribution
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Figure 11. Two possible (010) terminations. The most stable,
non-polar (010) termination on the left, and the polar (010)*
termination on the right.

the creation of this surface we speculate that the bond-
breaking part of the total surface energy should not differ
significantly between GGA and GGA+U calculations, as
we do not see significant changes in the Li-O hybridiza-
tion in the GGA and GGA+U DOS (see Fig. 5a). Ac-
cordingly, we find very similar GGA and GGA+U surface
energy values for the non-polar (010) surface, near the
limits of accuracy (table V). As the polar (010)* surface
also involves only broken Li-O bonds, we assume that the
same holds true here (see Fig. 11). Hence we attribute the
difference of 24 meV/Å2 in surface energy between GGA
and GGA+U calculations (table V) mainly to changes in
the polar energy term, due to charge redistribution.

Let us see how this fits into the model: We have seen
from the GGA fit that the polar energy term K is 0.383 V,
and that both (010) surfaces are well-represented by the
model (see the surface energies of the (010) and (010)*
terminations in Fig. 10). According to our derivation, we
conclude that K is proportional to Eg, where we relate
Eg to Eg1 +Eg2 of the bulk density of states. Therefore
we can estimate K = 0.827 V for GGA+U. Thus the polar
energy part can be estimated to be 0.383 · 0.0636 eV/Å2

≈ 24 meV/Å2 for GGA and to 0.827 ·0.0634 eV/Å2 ≈ 52
meV/Å2 for GGA+U. We see the perfect correspondence

of the difference in DFT calculation (24 meV/Å2) with
the expected difference from the simple charge redistri-
bution model (28 meV/Å2) as a further hint that the
bond-breaking plus polar charge redistribution model in-
deed captures the important parts for understanding the
stability of surfaces, and that the derived polar energy
term makes sense.

IV. SUMMARY

We have derived in a consistent way an estimate for the
electrostatic part of the surface energy for polar surfaces
which diverges in the limit of static point charges as in
the ionic model. We considered electronic charge redis-
tribution as a compensation mechanism and showed that
the converged electrostatic part of the surface energy can

be approximated to first order by 1
2
Eg
e σ0, which puts the

instability of polar surfaces into perspective. Eg is the
bandgap or better the energy difference for redistribution
of electrons (chemical hardness), which is typically the
size of the band gap. Additional correction terms arise
due to band filling. We estimated upper boundaries for
the surface energy of polar surfaces and argued that the
effective surface charge σ0 should be considered as mea-
sure for relative stability estimations, and showed that
even for the prototypical ZnO (0001) surface no more
than one third of the surface energy can be attributed
to polarity. Hence a major part must still be attributed
to bond cutting, which is why one should not exclude
surfaces from our study on Li2FeSiO4 [33] based on their

Table V. Surface energies for the non-polar and polar (010)
surface obtained within GGA and GGA+U (Ueff = 4 eV).
We also show effective surface charges (from oxidation states).

surface (010) non-polar (010)* polar
method GGA GGA+U GGA GGA+U

γs (meV/Å2) 24.7 25.4 113.2 137.2
σ0 (e/Å2) 0 0 0.0636 0.0634
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polar nature.
An important result of the present study is that also

polar surfaces of complex materials can be understood
within a simple ionic model with polarity compensation.
The polar (001) surface was analyzed as an example,
where charge redistribution between Fe atoms was ob-
served, just as expected from the model and the d-d type
gap of the bulk DOS. Furthermore the limiting poten-
tial drop was found as expected to correspond to the
bandgap. We decomposed surface energies into its indi-
vidual contributions by fitting an energy expression that
includes a bond-cutting and a polar charge compensation
term to surface energies. We tested if our understanding
of the surface energy is correct by analyzing the differ-
ences obtained in GGA and GGA+U calculations of one
polar and one non-polar (010) termination. Indeed we
find very good agreement between model and DFT calcu-
lations, which encourages us to apply our surface energy
expression to other polymorphs of the same material. It

might also be interesting to check the effect of polarity
compensation on other materials. It seems very promis-
ing to us to look at slabs with a fixed type and number of
broken bonds whose dipole can be changed by shuffling
atoms from one side to the other. This is possible, e.g., in
non-stoichiometric slabs of the polar (111) surface in bi-
nary rock salt materials (NaCl, MgO). Our method also
allows to address the surface structure of further ionic
materials that are promising candidates for electrodes in
electrochemical energy storage.
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