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In general the statistical nature of reactions on surfaces requires the calculation of a very large
number of trajectories in order to determine reaction rates. We show that even in massively paral-
lel schemes a sufficient number of trajectories determined from first principles can only be ob-
tained in a approach in which first the potential energy surface (PES) on which the nuclei move is
determined and then the dynamical calculations on an appropriate representation of the PES are
performed. The PES can nowadays be evaluated in great detail by first-principles methods based
on density-functional theory. These electronic structure calculations also allow the investigation of
the factors that determine the reactivity of a particular system. We discuss different methods to
represent an ab initio PES and present a massively parallel ab initio quantum dynamics approach
for the dissociation of hydrogen on metal surfaces.

1. Introduction

Modern ab initio algorithms based on density-functional theory (DFT) allow the deter-
mination of the high-dimensional potential energy surface (PES) and the potential gra-
dients for reactions on surfaces at many different configurations [1 to 6]. This is a pre-
requisite for the ab initio description of reactions due to the complexity of the high-
dimensional PES. However, in order to assess the reactivity of a particular system it is
necessary to perform calculations of the reaction dynamics [1, 7]. “Traditional” ab initio
molecular dynamics methods (AIMD) perform a complete total-energy calculation for
each step of the numerical integration of the equations of motion. We will demonstrate
that even in massively parallel approaches the number of trajectories that can be calcu-
lated by this approach is still well below 100 [8, 9]. It will be shown that there are
special cases in which the crucial trajectories originate from a small portion of the rele-
vant phase space so that already from a small number of trajectories useful information
can be extracted [9]. But usually this traditional approach does not allow the determina-
tion of a sufficient number of trajectories for obtaining reliable reaction rates.

We have therefore proposed a three-step approach for performing ab initio molecu-
lar dynamics calculations [10]: First a sufficient number of ab initio total-energy calcula-
tions is performed. Then an interpolation scheme is used to fit the ab initio energies
and to interpolate between the actual calculated points. And finally the dynamics calcu-
lations are performed on this continuous representation of the ab initio PES. In this
way easily 100.000 ab initio trajectories can be determined [10] on a workstation. In
addition, on such a continuous representation also quantum dynamical calculations can
be performed [11 to 13]. Quantum dynamical simulations can actually be less CPU time
consuming than classical trajectory calculations for the determination of reaction rates
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because the averaging over initial conditions is done automatically in quantum me-
chanics by choosing the appropriate initial quantum states [10].

In this paper, we will illustrate the three-step approach for the example of dissocia-
tion of hydrogen on clean and adsorbate-covered metal surfaces. We will also show that
the electronic structure calculations can be used in order to understand the factors de-
termining the reactivity of a particular surface. Furthermore, we will introduce a mas-
sively parallel implementation of the very stable coupled-channel scheme [14] we have
used to solve the time-independent Schrodinger equation of the interaction of hydrogen
with metal surfaces. Because of the use of curvelinear reaction path coordinates this
scheme requires the diagonalisation of non-symmetric matrices. Due to the lack of mas-
sively parallel public domain diagonalisation schemes for general matrices we imple-
mented a second order pertubation diagonalisation scheme. We will present results con-
cerning the performance and scaling properties of this ab initio quantum dynamics
scheme.

2. AIMD with the Determination of the Forces “on the Fly”

The first ab initio molecular dynamics study of reactions at surfaces with the determina-
tion of the forces “on the fly” was an investigation of the adsorption of Cl, on Si(111)-
2 x 1 [8]. Only five trajectories were determined in this study so that the information
about the reaction dynamics gained from this study was rather limited.

Here we focus on a more recent example, the desorption of hydrogen from Si(100).
The interaction of hydrogen with silicon surfaces is of strong technological relevance.
On the one hand, hydrogen is used to passivate silicon surfaces, on the other hand,
hydrogen desorption from silicon is an important step in the chemical vapor deposition
(CVD) growth of silicon substrates.It is a well-studied system [1, 15], but still it is dis-
cussed very controversely, as far as experiment [16 to 18] as well as theory is concerned
[9, 19]. One of the debated issues is the role of the surface rearrangement of the silicon
substrate degrees of freedom upon the adsorption and desorption of hydrogen.

In Fig. 1 this surface rearrangement is illustrated for the Si(100) surface. While at the
hydrogen covered monohydride surface the outermost silicon atoms form symmetric
dimers (Fig. 1a), at the clean surface these dimers are buckled (Fig. 1c). Consequently,

Fig. 1. a) Hydrogen covered Si(100) surface (monohydride). b) Snapshots of a trajectory of D,
desorbing from Si(100) starting at the transition state with the Si atoms initially at rest [9]. The
dark Si atoms correspond to the Si positions after the desorption event. ¢) Clean anti-buckled
Si(100) surface [9]
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the silicon surface atoms participate in the hydrogen adsorption and desorption process.
In order to investigate the energy redistribution among the different hydrogen and sili-
con substrate degrees of freedom upon the desorption of hydrogen from Si(100) we
have performed AIMD calculations [9] using the Generalized Gradient Approximation
(GGA) for the treatment of the exchange and correlation effects. The forces necessary
to integrate the equations of motion were determined by DFT calculations for every
step of the numerical integration routine. The electronic wave functions were expanded
in a plane-wave basis set with a cutoff of 40 Ry, and we used two k-points in the irre-
ducible part of the Brillouin zone. The calculations had been performed using the mas-
sively parallel version of the fhi9%6md code [20]. We chose a time step of 1.2 fs in the
numerical integration of the motion which took about 20 min on 64 nodes of a Cray T3D.
In total 40 trajectories of D, desorbing form Si(100) have been determined in that fash-
ion. Fig. 1b shows some snapshots of such a trajectory. It illustrates how the silicon
atom beneath the desorbing D, molecule relaxes after the desorption thereby gaining a
kinetic energy of about 0.1 eV.

However, the number of 40 trajectories is usually much too small to determine any
reaction probabilities. Only in certain cases as the hydrogen desorption from Si(100)
where the crucial trajectories originate from a small portion of the relevant phase space
one can still get reasonable information out of a small number of trajectories. The re-
sults of the AIMD calculations were in good quantitative agreement with the experi-
ment [9], except for the experimentally observed low kinetic energy of desorbing D,
molecules [16] which is still highly debated [1].

Usually the calculation of reaction probabilities requires the determination of the
order of 10 to 10° trajectories or a quantum dynamical scheme. Ab initio molecular
dynamics simulations with the determination of the forces “on the fly” are still far away
from fulfilling this requirement, as was just shown. The calculation of ab initio reaction
probabilities can only be achieved by a three-step approach which will be presented in
the next section.

3. Three-Step Approach to AIMD
3.1 Determination of the ab initio potential energy surface

The first step in the general scheme for determining the ab initio dynamics of reactions
at surfaces is represented in Fig. 2, namely the determination of the ab initio PES by
density-functional theory calculations [4]. It has turned out that it is crucial to treat the
exchange—correlation effects in the DFT calculations within the generalized gradient
approximation (GGA) in order to obtain realistic barrier heights for the hydrogen dis-
sociation on surfaces [2]. For the hydrogen dissociation on close-packed metal surfaces
usually the surface rearrangement upon hydrogen adsorption is negligible. Still total
energies for several hundred different configurations have to be determined in order to
gain sufficient information about the PES as a function of the molecular coordinates.
For the PES of the interaction of hydrogen with Pd(100) total energies of approxi-
mately 250 different configurations were calculated. In a later study energies for more
than 750 different configurations were computed [21] which resulted in a better agree-
ment of the dynamical calculations based on these ab initio input points with the ex-
periment [7].
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As Fig. 2 shows, the PES of the interaction of hydrogen with Pd(100) has non-acti-
vated paths towards dissociative adsorption and no molecular adsorption well. However,
the majority of pathways towards dissociative adsorption has in fact energy barriers with
a rather broad distribution of heights and positions, i.e. the PES is strongly anisotropic
and corrugated. That is the reason why so many DFT calculations are needed.

The DFT-GGA calculations can also be used in order to understand the electronic
factors that determine the reactivity of a surface [22 to 24]. We will illustrate this for
the case of the H, dissociation at the (2 x 2) sulfur-covered Pd(100) surface. The pre-
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Fig. 2. Contour plots of the PES along two two-dimensional cuts through the six-dimensional co-
ordinate space of H,/Pd (100), so-called elbow plots, determined by GGA calculations [4]. The co-
ordinates in the figure are the H, center-of-mass distance from the surface Z and the H-H inter-
atomic distance d. The lateral H, center-of-mass coordinates in the surface unit cell and the
orientation of the molecular axis are depicted above the elbow plots. Energies are in eV per H,
molecule. The contour spacing in a) is 0.1 eV, while it is 0.05 eV in b)
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sence of an adsorbate on a surface can profoundly change the surface reactivity. An
understanding of the underlying mechanisms and their consequences on the reaction
rates is of decisive importance for, e.g., designing better catalysts. Sulfur is known to
reduce the reactivity of the Pt-based car exhaust catalyst, hence it is important to ana-
lyse the reasons for this so-called poisoning. Hydrogen adsorption on Pd(100) can be
used as a model system because on Pd(100) sulfur preadsorption also leads to the poi-
soning, i.e., the hydrogen dissociation is no longer non-activated as on the clean
Pd(100) surface.

This is demonstrated in Fig. 3 where we have collected four elbow plots of the hydro-
gen dissociation on the (2 x 2) sulfur covered Pd(100) surface determined by GGA-
DFT calculations [22, 24]. These calculations show that hydrogen dissociation on sulfur-
covered Pd(100) is still exothermic, however, the dissociation is hindered by the forma-
tion of energy barriers in the entrance channel of the PES. The minimum barrier, which
is shown in Fig. 3a, has a height of 0.1 eV and corresponds to a configuration in which
the H, center of mass is located above the fourfold hollow site. This is the site which is
farthest away from the sulfur atoms in the surface unit cell. The closer the hydrogen
molecule is to the sulfur atoms on the surface, the larger the barrier towards dissocia-
tive adsorption becomes. Directly over the sulfur atoms the barrier has a height of
2.5 eV. To our knowledge, this is the most corrugated surface for dissociative adsorption
studied so far by ab initio calculations.

In order to understand the origins for the formation of this huge variety in the barrier
heights, we have analysed the density of states (DOS) for the H, molecule in these differ-
ent geometries. The information provided by the density of states alone is often not suffi-
cient to assess the reactivity of a particular system. It is also essential to know the charac-
ter of the occupied and unoccupied states. For the dissociation the occupation of the
bonding o, and the anti-bonding oy H, molecular levels and of the bonding and anti-
bonding states with respect to the surface—molecule interaction are of particular impor-
tance. We will see that the barrier distribution of the H, dissociation over (2 x 2)S/
Pd(100) can be understood by a combination of direct and indirect electronic effects.

The DOS for the situation without any interaction between molecule and surface, i.e,
when the H, molecule is still far away from the surface, is shown in Fig. 4a. However,
the electronic states of the adsorbed sulfur, in particular the p orbitals, are strongly
hybridized with the Pd d states. The d band at the surface Pd atoms is broadened and
shifted down somewhat with respect to the clean surface due to the interaction with the
S atoms [24]. The intense peak in the hydrogen DOS at —4.8 eV which corresponds to
the o, state is degenerate with the sulfur related bonding state at —4.8 eV. This degen-
eracy, however, is accidental, as will become evident immediately.

When the molecule comes closer to the surface, the o, state starts interacting with the
Pd d band. At the minimum barrier position of Fig. 3a the o, state has shifted down to
—7.1¢V, as Fig. 4b shows. On the other hand, the sulfur state at —4.8 eV remains al-
most unchanged. This indicates that there is no direct interaction between hydrogen
and sulfur. Furthermore, we find a broad distribution of hydrogen states with a small,
but still significant weight below the Fermi level. These are states of mainly H,-surface
antibonding character [22, 24] which become populated due to the sulfur induced down-
shift of the Pd d band. These H,-surface antibonding states lead to a repulsive interaction
and thus to the building up of the barriers in the entrance channel of the PES [24]. It is
therefore an indirect interaction between sulfur and hydrogen that is responsible for
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Fig. 3. Cuts through the six-dimensional potential energy surface (PES) of H, dissociation over (2 x 2)S/Pd(100) at four different sites with the
molecular axis parallel to the surface: a) at the fourfold hollow site; b) at the bridge site between two Pd atoms; c) on top of a Pd atom; d) on top
of a S atom. The energy contours, given in eV per molecule, are displayed as a function of the H-H distance, dy_u, and the height Z of the center-
of-mass of H, above the topmost Pd layer. The geometry of each dissociation pathway is indicated in the panel above the contour plots. The large
open circles are the sulfur atoms, the large filled circles are the palladium atoms (from [22])
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Fig. 4. Density of states (DOS) for a H, molecule situated at a) (Z,dy_u) = (4.03 A, 0.75 A) and b) (Z,dy_u) = (1.61 A, 0.75 A) above the four-
fold hollow site which corresponds to the configuration depicted in Fig. 3a, and for a H, molecule situated at ¢) (Z,dy_n) = (3.38 A, 0.75 A)
above the sulfur atom which corresponds to the configuration depicted in Fig. 3d. Z and dy_n denote the H, center-of-mass distance from the
surface and the H-H interatomic distance, respectively. Given is the local DOS at the H atoms, the S adatoms, the surface Pd atoms, and the bulk
Pd atoms. The energies are given in eV (from [22])
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the barriers at this site. A similar picture explains why for example noble metals are so
unreactive for hydrogen dissociation: The low-lying d bands of the noble metals cause a
downshift and a substantial occupation of the antibonding Hj-surface states resulting in
high barriers for hydrogen dissociation [23].

The situation is entirely different if the molecule approaches the surface above the
sulfur atom. This is demonstrated in Fig. 4c. The center of mass of the H, molecule is
still 3.38 A above the topmost Pd layer, but already at this distance the hydrogen and
the sulfur states strongly couple. The intense peak of the DOS at —4.8 eV has split into
a sharp bonding state at —6.6 eV and a narrow anti-bonding state at —4.0 eV. Thus it is
a direct interaction of the hydrogen with the sulfur related states that causes the high
barriers towards hydrogen dissociation close to the sulfur atoms.

In conclusion, the poisoning of hydrogen dissociation on Pd(100) by adsorbed sulfur
is due to a combination of an indirect effect, namely the sulfur-related downshift of the
Pd d bands resulting in a larger occupation of Hj-surface antibonding states, with a
direct repulsive interaction between H; and S close to the sulfur atoms.

3.2 Representing the ab initio PES

The second step in the ab initio dynamics scheme is the interpolation of the ab initio
data. For the hydrogen dissociation on close-packed metal surfaces the surface rearran-
gement due to the impinging hydrogen molecules can be neglected due to the large
mass mismatch between hydrogen and the metal substrate. This allows to describe the
dissociation dynamics within the six-dimensional PES only considering the molecular
degress of freedom. In six dimensions it is still possible to fit the ab initio data to an
analytical expression, which has be done successfully for the H, dissociation on the
clean [10, 11] and sulfur-covered Pd(100) surface [22, 25] and also for the H,/Cu(100)
PES [26]. The case of the H,/Cu(100) PES, however, shows how difficult still the fitting
of a six-dimensional PES is. Due to errors in the fitting an artificial well was introduced
in the fitted PES which influenced the results [27].

However, once a reliable analytical fit is found, it is computationally inexpensive to
calculate the potential gradients at arbitrary configuration which is needed, e.g, to per-
form molecular dynamics simulations of reactions. However, it becomes very cumber-
some to find an appropriate analytical form if more degrees of freedom like, e.g., sur-
face degrees of freedom, have to be considered. Neural networks offer a very flexible
interpolation scheme which has been used for fitting an ab initio PES of chemical reac-
tions [28 to 30]. On the one hand, they require no assumptions about the functional
form of the underlying problem, but on the other hand, their parameters have no phy-
sical meaning. For that reason a relatively large number of ab initio input points is
needed for an accurate description of a whole PES. As an alternative approach, re-
cently a genetic programming scheme has been proposed which searches for both the
best functional form and the best set of parameters [31]. This method has so far only
been used for three-dimensional potentials so that a proof of its applicability for higher-
dimensional problems is still missing.

All the interpolations schemes mentioned so far allow a fast determination of the
fitted PES at arbitrary configurations. However, these methods usually require a rather
large number of training points in order to reproduce the input PES within a sufficient
accuracy. As a rough estimate of the neccessary number of input points, at least three
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points are needed for each degree of freedom. Consequently, in six dimensions about
10° and in twelve 10° ab initio total energy calculations as an input are required. The ab
initio determination of such a large number of total energies for molecule—surface sys-
tems is still computationally very expensive. Therefore, an intermediate step is needed.
Tight-binding methods with parameters derived from first-principles calculations offer
such an intermediate approach. Recently, it has been shown that a non-orthogonal
tight-binding total-energy (TBTE) method that so far had successfully been used for
material properties [32, 33] can also be applied for fitting an ab initio PES of the dis-
sociation of molecules at surfaces [34]. The parameters of this tight-binding scheme had
been fitted to reproduce the ab initio PES for the H,/Pd(100) system. Figure 5 shows
the H,/Pd(100) PES determined with the tight-binding Hamiltonian. This PES should
be compared with the ab initio results of Fig. 2. The comparison reveals that indeed the
tight-binding method is able to accurately reproduce an ab initio PES. Moreover, due
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Fig. 5. Contour plots of the TB-PES along two two-dimensional cuts through the six-dimensional
coordinate space of H,/Pd (100), determined by a tight-binding Hamiltonian adjusted to ab initio
calculations [34]. The notation corresponds to Fig. 2. The dots denote the points that have been
used to obtain the fit. Energies are in eV per H, molecule. The contour spacing is 0.1 eV
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to the fact that the quantum mechanical nature of bonding is taken into account prop-
erly by tight-binding methods [35], and that the parameters of the TBTE method, the
Slater-Koster integrals [36], have a physical meaning, only a moderate number of input
total energies is needed for a reliable global description of the PES.

The computational effort to determine total energies with a TBTE method is larger
compared to an analytical representation since it requires the diagonalization of ma-
trices. However, it is still much faster by about 2 to 3 orders of magnitude than ab
initio total energy schemes. Either one can use the TB method directly to perform
tight-binding molecular dynamics simulations, or one can use the information obtained
by the TB total energies to adjust the parameters of a neural network which allows a
fast evaluation of total energies, but needs at large number of input points for adjusting
the parameters. In the first application of the TBTE method for the dissociation of
hydrogen on Pd(100) [34] the tight-binding parameters describing the Pd—Pd interac-
tion had been taken from an independent calculation [33, 37]. These parameters al-
ready reproduce Pd bulk and surface properties such as elastic constants and phonon
energies. Hence this set of parameters can be used in simulations where the substrate
atoms are no longer kept rigid but are treated as dynamical variables. This will allow to
assess the influence of surface motion upon the hydrogen adsorption.

3.3 Performing ab initio dynamics simulations

The third step in the ab initio dynamics scheme involves the determination of the reac-
tion dynamics. Once a reliable interpolation scheme is found, dynamics simulations can
be carried out. Quantum mechanically this is done by plugging in the PES in a suitable
form into the Hamiltonian and then solving either the time dependent [14] or the time-
independent Schrodinger equation [38]. For solving the classical equation of motion, on
the other hand, the gradient of the potential energy surface is needed, and then the
equation of motion can be integrated numerically.

The first quantum dynamical treatment of hydrogen dissociation on surfaces in which
all hydrogen degrees of freedom were treated dynamically was actually done by solving
the time-independent Schrodinger equation in an efficient coupled-channel scheme. For
details of the coupled-channel scheme we refer to Ref. [14].

Just recently this coupled-channel scheme has been implemented on a massively paral-
lel computer, the Cray T3E. The code has been rewritten by using public domain lib-
raries. However, the description of the dissociation in a time-independent method re-
quires the use of curvelinear coordinates. Due to the use of curvelinear coordinates a
non-symmetric matrix V has to be diagonalized which in the notation of Ref. [14] was
denoted by g% Apparently, there are no massively parallel public domain diagonalisation
schemes for general matrices available yet. For the particular problem of the molecular
dissociation on surfaces we have therefore used a second order pertubation diagonalisa-
tion scheme which will be briefly sketched in the following. This schemes uses the fact
that the anti-symmetric part of the matrix is small and can be treated as a pertubation.

First we decompose the matrix V,,, into a symmetric and an anti-symmetric part,

1 1
Vim = E(Vnm + an) +§(Vnm - an)

= Vo V. (1)
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The anti-symmetric part of the matrix which is related to the curvature of the curve-
linear axis is in general sparse and small for the case of hydrogen dissociation on metal
surfaces,

VEm < 0. 1ySm 2)

This allows to treat V3Y™ as a pertubation. First the symmetric part V™ is diagona-
lised and the transformation matrix U determined. This matrix is used to transform
Vasym’

~asym

1% = yTyamy, (3)

The new eigenvalues are determined in a second order pertubation diagonalisation
scheme via

n Vasym m 2
B, e, oy 7P

m Em — &n

)

Here the ¢, are the eigenvalues of the symmetric matrix. The prime denotes that the
terms with m = n are excluded from the sum.
Equivalently, the new eigenvectors are computed,
~asym

(m|V_""|n)

IN) = ) + 5 )

~asym

(m| V™" k) (k|V

(en — €x)(&n — &m)

In)

+5 5 ) )
This scheme assumes that the eigenvalues are non-degenerate. This requirement is ful-
filled because V*™" only couples different harmonic oscillator eigenstates which are
always non-degenerate.

We have carefully checked the accuracy of this diagonalisation scheme. The error in
the reaction probabilities due to the second order pertubation diagonalisation scheme is
less than 0.5%. In Table 8 we have collected results concerning the performance of this
second order diagonalisation scheme on a Cray T3E. This table shows that this scheme
produces a reasonable speedup for up to 32 or 64 processors.

Figure 6 presents six-dimensional quantum dynamical calculations of the sticking
probability using the coupled-channel method [14] as a function of the kinetic energy of
a H, beam under normal incidence on a Pd(100) surface together with the integrated

Table 1

Performance of the massively parallel version of the coupled-channel quantum dynamics
method [14] using a second order diagonalisation scheme on a Cray T3E

No. of PE  time (s)  speedup MFlops/PE  total MFlops

1 4393 1.00 127 127
4 1035 424 132 530
16 282 15.60 124 1989
32 168 26.15 108 3464
64 109 40.30 80 5118

128 86 51.08 51 6487
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Fig. 6. Sticking probability versus kinetic energy for a hydrogen beam under normal incidence on
a Pd(100) surface. Theory: six-dimensional results for H, molecules with an initial rotational and
energy distribution adequate for molecular beam experiments (solid line) [11]; integrated barrier
distribution: dash-dotted line. H, molecular beam adsorption experiment under normal incidence
(Rendulic et al. [40]): circles; H, effusive beam scattering experiment with an incident angle of
6; = 15° (Rettner and Auerbach [43]): long-dashed line

barrier distribution [10, 11]. The system H,/Pd(100) is an experimentally well-studied
system [39 to 43]. In Fig. 6 the results of H, molecular beam experiment by Rendulic et
al. [40] and Rettner and Auerbach [43] are also plotted.

The integrated barrier distribution corresponds to the sticking probability in the clas-
sical sudden approximation or the so-called hole model [44]. Fig. 6 demonstrates that
the static information gained from the barrier distribution is not sufficient in order to
assess the reactivity of the H,/Pd(100) system: At low kinetic energies the sticking prob-
ability is more than five times larger than what one would have estimated from the
barrier distribution.

The high sticking probability at low kinetic energies, which agrees with the experi-
ment, is caused by the steering effect: A slow molecule moving on a PES with non-
activated as well as activated paths towards dissociation can be steered efficiently to-
wards non-activated paths to adsorption by the forces acting upon the molecule even if
the molecule approaches with an unfavorable initial configuration. This mechanism be-
comes less efficient at higher kinetic energies because then the molecule is too fast to
be diverted significantly. Furthermore, Fig. 6 shows that at high kinetic energies the
incoming molecules are still slightly steered since the sticking probability is larger than
the integrated barrier distribution. However, in the intermediate range of E; = 0.25eV
the sticking probability and the barrier distribution are rather close. At first sight this
seems to be paradoxical. But a detailed analysis of swarms of classical trajectories on
the same PES reveals that this behavior is caused by “negative” steering. Far away from
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the surface the H, molecules are first steered towards the on top site. There they will
eventually encounter a barrier (see Fig.2b). At very low energies the molecules are
then further steered to the bridge site, but at higher energies they are too fast, they hit
the barrier at the top site and scatter back into the gas phase.

These results demonstrate the power or high-dimensional ab initio molecular dy-
namics calculations. Before this six-dimenensional study it was generally believed that a
sticking probability decreasing with increasing kinetic energy is always caused by a pre-
cursor mechanism [40]. In this mechanism the molecules are assumed to be trapped
molecularly in a precursor well before dissociation, and this trapping probability de-
creases with increasing kinetic energy. Now it is generally accepted that for hydrogen
dissociation at reactive transition metal surfaces it is not necessary to invoke the precur-
sor mechanism.

There is a dynamical property that allows to distinguish between steering and the
precursor mechanism: the influence of the sticking probability on the rotational motion
of the molecule. While steering is suppressed by additional rotational motion of the
molecule [45], trapping in the molecular adsorption well in the presursor mechanism
does not show any significant dependence on the initial rotational motion of the mole-
cules [46].

Six-dimensional dynamical calculations have also been performed on the analytical
representation of the ab initio PES of H, at S(2 x 2)/Pd(100) in order to assess the dyna-
mical consequences of the sulfur adsorption on the hydrogen dissociation [25]. The results
of these quantum and classical calculations for the H, dissociative adsorption probability
as a function of the incident energy are compared with experiment [39, 40] in Fig. 7.

First of all it is evident that the calculated sticking probabilities are significantly lar-
ger than the experimental results. Only the onset of dissociative adsorption at
E; = 0.12 eV is reproduced by the calculations. This onset is indeed also in agreement
with the experimentally measured mean kinetic energy of hydrogen molecules de-
sorbing from sulfur covered Pd(100) [39], which is denoted by the arrow in Fig. 7. We
believe that those large differences between theory and experiment might be caused by
the existence of subsurface sulfur which was, however, not discussed in the experimen-
tal studies. While the DFT calculations yield that the poisoning is caused by the build-
ing up of barriers hindering the dissociation, the vanishing hydrogen saturation cover-
age for roughly a quarter monolayer of adsorbed sulfur [42] suggests that any attractive
adsorption sites for hydrogen have disappeared due to the presence of sulfur. These
seemingly contradicting results and also the discrepancy between calculated and mea-
sured molecular beam sticking probabilities could be reconciled if subsurface sulfur
plays an important role for the hydrogen adsorption energies. Subsurface sulfur is not
considered in the calculations but might well be present in the experimental samples.
The possible influence of subsurface species on reactions at surfaces certainly repre-
sents a very interesting and important research subject for future investigations.

Except for this open question, there are further interesting results obtained by the
dynamical calculations. The calculated sticking probabilities are not only much larger
than the experimental ones, they are also much larger than what one would expect
from integrated barrier distribution, which corresponds to the sticking probability in the
hole model [44]. This demonstrates that steering is not only operative for potential
energy surfaces with non-activated reaction paths like for H,/Pd(100), but also for acti-
vated systems as H,/S(2 x 2)/Pd(100). The huge corrugation of this system leads to an
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Fig. 7. Sticking probability versus kinetic energy for a H, beam under normal incidence on a
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enhancement of the sticking probability with respect to the hole model by a factor of
three to four.

Figure 7 shows in addition that the classical molecular dynamics calculations over-
estimate the sticking probability of H, at S(2 x 2)/Pd(100) compared to the quantum
results. At small energies below the minimum barrier height the quantum calculations
still show some dissociation due to tunneling, as the inset of Fig. 7 reveals, whereas the
classical results are of course zero. But for higher energies the classical sticking prob-
ability is up to almost 50% larger than the quantum sticking probabilities. This suppres-
sion is also caused by the large corrugation and the anisotropy of the PES. The wave
function describing the molecule has to pass narrow valleys in the PES in the angular
and lateral degrees of freedom in order to dissociate. This leads to a localization of the
wave function and thereby to the building up of zero-point energies which act as addi-
tional effective barriers. While the vibrational H-H mode becomes softer upon disso-
ciation so that the zero-point energy in this particular mode decreases, for the system
H,/S(2 x 2)/Pd(100) this decrease is over-compensated by the increase in the zero-point
energies of the four other modes perpendicular to the reaction path, i.e., the sum of all
zero-point energies increases upon adsorption [25]. Therefore the quantum particles
experience an effectively higher barrier region causing the suppressed sticking prob-
ability compared to the classical particles. Interestingly enough, if the sum of all zero-
point energies remains approximately constant along the reaction path as in the system
H,/Pd(100), then these quantum effects almost cancel out [10].
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Furthermore, at energies slightly above the minimum energy barrier in Fig. 7, the
quantum results are rather close to the classical results. This is caused by the fact that
in this energy regime steering is much more efficient in the quantum than in the classi-
cal dynamics leading to a compensation of the hindering zero-point effects [47].

A final remark concerning the dynamical calculations: It is a common belief that
classical trajectory calculations are less CPU-time consuming than quantum dynamical
calculations. For the determination of a single trajectory this is certainly true, however,
if it comes to the determination of reaction probabilities, then quantum methods can
become more efficient. This is due to the fact that the evaluation of reaction probabil-
ities requires averaging over initial conditions which is done automatically in quantum
dynamics by choosing the appropriate initial quantum state. However, owing to the
scaling properties with the number of atoms and the relative large memory requirement
of quantum methods, one still has to rely on classical methods if dynamical simulations
involving, say, more than ten degrees of freedom are to be performed.

4. Conclusions and Outlook

The last years have seen a tremendous step forward in the understanding of the inter-
action of molecules with surfaces. Based on advances in density functional theory algo-
rithms, the potential energy surface of a molecule interacting with a surface can be
mapped out in great detail. This development has motivated an increased effort in the
dynamical simulation of processes on surfaces. The paradigm for simple reactions on
surfaces — the dissociation of hydrogen on metal surfaces — seems to be understood to
a large extent now, as this brief review has shown, although there are still open ques-
tion. Consequently there is a lot of room for further investigations. In particular the
importance of electronic transitions like electron—hole pair excitations upon adsorption
is unknown yet. Currently also systems including oxygen — either in the substrate
(oxide surfaces) or in the molecule (oxidation reactions) — are being addressed where
electronic transitions are probably even more important.

The next great challenge is the description of more complex reactions and processes
on surfaces. The study of these reactions is important not only for achieving one of the
classical goals of surface science, which is a better understanding of heterogeneous cata-
lysis. It is also directly relevant for a wide range of applications as the corrosion or
passivation of surfaces, lubrication, growth properties for building better devices, the
hydrogen storage in metals; and one even starts to address the microscopic description
of biological systems. To investigate these reactions theoretically it is crucial not only to
evaluate the potential energy surface on which the reaction takes place, but also to per-
form dynamical simulations on these potential energy surfaces to actually obtain reac-
tion rates and probabilities. Since in many problems surface processes occur on a long
time scale and/or on a large length scale, also appropriate statistical and analytical
methods to deal with these different scales have to be developed and applied. The
theoretical treatment of reactions on surfaces is certainly a growing research field.
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